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1
Introduction

In RAN1#69, search space design was discussed, in particular whether localized and distributed ePDCCHs should be allowed to be multiplexed within the same PRB pair. No agreement could be reached, but the discussion resulted in the following way forward:
Way forward until RAN1#70:

· Aim to include the possibility to multiplex (from eNB perspective) localized and distributed ePDCCHs in the same PRB pair in the ePDCCH design (search space, antenna port mapping, eREG) if possible without unacceptable adverse impacts. 

· FFS from UE perspective whether a UE can be configured to monitor both localised and distributed candidates in the same PRB pair. 

In this contribution we provide our views on this aspect as well as on other aspects related to the search space design.
2
Resource configuration
Our view is that sufficient frequency diversity should be ensured for distributed ePDCCH. It has been shown that diversity order of four is sufficient which would mean that the ePDCCHs should be distributed over four PRB pairs. This includes aggregation level 1 as robust distributed transmission is needed also at high SNR for instance for high mobility UEs. On the other hand distributed ePDCCH candidates should be always included in the UE search space for fallback. Since distributed ePDCCH candidates should always be included in the search space and frequency diversity order of four is required, the minimum PRB pair allocation for ePDCCH is four PRB pairs. Hence we propose that the UE is configured with at least one set of four PRB pairs for ePDCCH search space.
In [1] it was suggested that the UE could be configured with two PRB pair sets of four PRB pairs each instead of only one. The main motivation is improved resource utilization since the eNB can utilize one of the PRB pair sets as a primary set, and only schedule ePDCCH to the other set in case the primary set is blocked. In section 5, we show simulation results on one PRB pair set versus two PRB pair sets. From our results we observe clearly improved resource utilization as additional PRB pair sets are taken into use only when the primary set is full or otherwise blocked. As shown in [2], this can also clearly reduce the need for any dynamic indication of used ePDCCH pair sets. On the other hand in terms of blocking probability there is no significant difference compared to configuring only one PRB pair set to the UE.
It is noted that increasing the number of PRB pair sets beyond two might not be very useful since the number of blind decoding attempts per PRB pair set would become smaller and hence limit the use of each PRB pair set (increase blocking per set).
Hence our proposal is that UE is configured with up to two PRB pair sets where each PRB pair set consists of 4 PRB pairs.

Proposal:

· ePDCCH search space is located within one or two configured PRB pair sets.

· Each PRB pair set consists of four PRB pairs.
3
Multiplexing of localized and distributed ePDCCHs in same PRB pair

Multiplexing of localized and distributed ePDCCHs in the same PRB pair has been discussed extensively during previous meetings. On the other hand, similarly from UE perspective, monitoring of both localized and distributed ePDCCH candidates in the same PRB pairs has been discussed.
Clearly, there is a need to have at least the possibility to configure the UE to monitor only distributed candidates within a subframe. Considering that localized ePDCCH requires a fallback possibility to distributed ePDCCH, it would also be highly beneficial if it is possible to configure the UE to monitor both localized and distributed ePDCCH candidates in the same subframe. Thus it should be possible to configure at least one of the PRB pair sets to comprise localized ePDCCH candidates. The other set can either always comprise only distributed candidates, or it can also be configurable.

However still, whether the localized and distributed ePDCCH candidates necessarily need to be located in the same PRB pairs is not totally clear. The main motivation for multiplexing localized and distributed ePDCCHs in the same PRB pairs is resource efficiency when there is only a small number of UEs present under the coverage area of the transmission point, for example in scenarios with low power nodes each serving only a small geographical area. In such case the eNB may multiplex ePDCCH for both UEs monitoring distributed candidates only and UEs monitoring also localized candidates in the same PRB pairs to save resources. Main alternative is that the eNB uses 4 PRB pairs for distributed ePDCCH transmissions and additional PRB pairs for localized ePDCCH transmissions, most likely resulting in worse resource utilization.

It turns out that if the UE is configured with two PRB pair sets and the PRB pair allocation for these sets is independent, this issue may be actually turned into an implementation issue. If the PRB pair allocation is totally independent, this means that the PRB pairs can in fact be overlapping. In this case it is possible for the eNB to configure a UE with one PRB pair set consisting of distributed ePDCCH candidates and one overlapping PRB pair set consisting of localized ePDCCH candidates. Question is then whether the search space design can be made such that distributed and localized ePDCCH can be efficiently multiplexed together.
Fortunately, it turns out that it is possible to devise a search space design that enables this: the eCCE indices monitored in different PRB pair sets need to be different i.e. such that the eCCEs map to non-overlapping REs in the different PRB pair sets. For instance, Figure 1 illustrates such a search space design for aggregation levels 1, 2 and 4 (aggregation level 8 can be done similarly and aggregation level 16 anyway consumes the whole PRB pair set). Here the UE is configured with two PRB pairs which both contain exactly the same PRB pairs. One of the PRB pair sets is configured to consist of localized ePDCCH candidates and the other one is configured to consist of distributed ePDCCH candidates. In the first PRB pair set the UE monitors all candidates associated with port 110 while in the other PRB pair set the UE monitors all candidates associated with port 108, hence the resources used for the candidates are not overlapping within the PRB pairs. The antenna port and hence the corresponding blind decoding candidates may be for instance determined by C-RNTI as illustrated in Table 1. Note that this results in a slight increase in the number of blind decoding attempts compared to PDCCH – if this is seen as a major issue then also reduced number of candidates per antenna port can be considered. The main point is to ensure that the UE monitors in different PRB pairs different antenna ports corresponding to non-overlapping resources. It is noted that the design also enables efficient utilization of all blind decoding attempts in case only one PRB pair set is utilized.
Hence our view is that multiplexing of localized and distributed ePDCCHs in the same PRB pairs should be enabled as this can be done in almost standard-transparent manner. As an implementation issue it is clear that this comes without any adverse effects as such, it is an implementation choice whether or not to utilize this possibility.
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Figure 1. Example of search space design with two overlapping PRB pair sets enabling multiplexing of localized and distributed ePDCCHs in the same PRB pair. Note that the monitored eCCEs in the two PRB pairs are located in non-overlapping resources in case the PRB pairs are overlapping.
Table 1. An example of antenna port allocation (and hence resulting search space) that would result in non-overlapping eCCEs monitored in the two PRB pair sets. We assume that the UE would monitor all candidates associated with the antenna port (or a subset).
	C-RNTI mod 4
	Antenna port in PRB pair set 1
	Antenna port in PRB pair set 2

	0
	107
	109

	1
	108
	110

	2
	109
	107

	3
	110
	108


Observations:
· Multiplexing distributed and localized ePDCCH in the same PRB pairs may improve resource efficiency in case only a small number of UEs is present in the system.

· Multiplexing distributed and localized ePDCCHs in the same PRB pairs can be enabled in (almost) standard-transparent manner.
Finally, it is noted that such search space design and antenna port allocation might result in the same UEs blocking each other in consecutive subframes. From this perspective it may be worthwhile to consider also a subframe dependency in the search space and antenna port allocation, similar to the hashing function used in PDCCH search space.

Based on the above discussion and our observations, we propose the following:
Proposals:

-
At least one of the PRB pair sets can be configured to comprise only localized ePDCCH candidates or only distributed ePDCCH candidates.

-
If only one set is configurable, the other set comprises only distributed ePDCCH candidates.
-
PRB pairs for each set are independently configured and can overlap.
-
UE is allocated one antenna port per PRB pair set and monitors all ePDCCH candidates associated with that antenna port in that PRB pair set.

-
Different antenna ports are allocated for the two PRB pair sets.

-
Antenna port allocation can be done implicitly by C-RNTI.

-
Consider varying the monitored eCCEs (and hence antenna ports) per subframe to reduce repeated blocking in consecutive subframes.

4
Aggregation levels

One open topic is which aggregation levels should be monitored for localized and distributed ePDCCH allocations, respectively. We note that as discussed in [1], our view is that in normal subframes the number of eCCEs is always four.
For localized ePDCCH, obviously aggregation levels {1,2,4} are needed. An ePDCCH transmitted using {1,2,4} eCCEs fits within one PRB pair and hence the potential benefits of frequency-selective scheduling can be obtained. On the other hand, there does not seem to be a strong need for higher aggregation levels 8 or 16. These would map to at least two PRB pairs. Since the ePDCCH PRB pairs in each PRB pair set should be mapped to distributed PRB pairs in order to get frequency-selective scheduling gains for localized ePDCCH transmissions and frequency diversity for distributed ePDCCH transmissions, the two PRB pairs would be unlikely to be located within the same CQI subband. Hence, it would be difficult for the eNB to determine aggregation levels based on subband CQIs and the eNB would likely resort to wideband CQI for determining the aggregation level. This would highly reduce the benefits of frequency-selective scheduling in case of high aggregation levels. Thus it may be better to invest these blind decoding attempts rather to distributed ePDCCH candidates with a high aggregation level.
On the other hand, all aggregation levels {1,2,4,8,16} should be supported for distributed ePDCCH. Since we assume that the number of eCCEs in normal subframes is always four, aggregation level 16 is needed to ensure coverage also in cases in which the number of available REs per eCCE is small. The number of UEs with this high aggregation level will be small so only one or two blind decoding attempts need to be used for aggregation level 16.
Proposals:

-
An ePDCCH using a localized allocation can be transmitted on an aggregation of {1,2,4} eCCEs.

-
An ePDCCH using a distributed allocation can be transmitted on an aggregation of {1,2,4,8,16} eCCEs.
5
Search space simulations
In order to study the benefits of configuring the UE with two PRB pair sets instead of one, and the benefits of increasing the number of blind decoding attempts, we have run simulations on the search space designs.
5.1
Simulation methodology
We followed a similar search space simulation methodology as for instance in [4]. However, we have adapted the methodology to ePDCCH where for instance subband CQI might be used for scheduling localized ePDCCHs. On the other hand wideband CQI would be used for scheduling at least distributed ePDCCHs. We have also implemented a simple ePDCCH power control to account for the fact that practical eNB would use ePDCCH power control that may impact aggregation level distribution significantly.

The UEs are first given a geometry value (drawn from a distribution for 3GPP Case 1) as well as a fast fading channel based on which subband and wideband CQIs are derived. The CQIs are then mapped to aggregation levels depending on the allocation type (localized/distributed) and also on the exact PRB pair in case of localized allocations in order to take advantage of the subband CQI. UEs are assigned PRB pairs as well as the search space candidates in each PRB pair. Before scheduling each ePDCCH, power control is utilized to check if power boosting can be utilized to improve the aggregation level. On the other hand, excessive power may also be de-boosted and utilized instead for UEs with initially higher aggregation levels. Basically the power control improves the aggregation level distribution slightly. In these simulations we used ePDCCH power control range of ±3 dB compared to the nominal RE power.

There are two types of UEs: UEs of the first type are monitoring only distributed ePDCCH candidates. These UEs would correspond to for instance high mobility UEs or UEs in wideband CQI feedback modes. UEs of the second type are monitoring either localized ePDCCH candidates only or both localized and distributed ePDCCH candidates, depending on the search space scheme. The fraction of UEs of each type is varied between 20/80, 50/50 and 80/20 percent.
The simulated search space designs included one scheme in which the UE is configured with only one PRB pair set of four PRB pairs, and two schemes in which the UE is configured with two PRB pair sets of four PRB pairs each.

· Scheme 1 (“1 set”): One PRB is configured for each UE, and the PRB pair is chosen based on whether the UE monitors localized or distributed candidates. Multiplexing localized and distributed ePDCCHs in the same PRB pairs is not allowed. The number of search space locations for aggregation levels {1,2,4,8} is {8,4,2,1} i.e. total 15 search space locations.
· Scheme 2 (“2 sets {4,2,1,1}”): Two PRB pairs are configured for each UE. First PRB pair is the primary set and the UE is allocated a secondary set randomly out of the two remaining PRB pairs. The primary set contains only distributed candidates while the other set contains either localized or distributed depending on the type of the UE. The number of search space locations for aggregation levels {1,2,4,8} is {4,2,1,1} per set i.e. total 16 search space locations.
· Scheme 3 (“2 sets {4,4,2,1}”): This is the same as scheme 2 except the number of search space locations is increased to {4,4,2,1} per set, i.e. total 22 search space locations.
It is noted that aggregation level 16 was not included in these studies but as discussed in section 3, in our view one or two blind decoding candidates should be using aggregation level 16.

The detailed simulation assumptions are listed in Appendix A.
5.1
Simulation results
Figure 1 shows the simulated blocking probabilities for each scheme as a function of number of UEs to be scheduled. The differences are not very large and also depend on the number of UEs configured to each mode (localized/distributed). As expected, scheme 3 performs best as the number of blind decoding attempts is increased. With the number of blind decoding attempts equal to PDCCH search space, good performance is obtained with schemes 1 and 2 as the blocking probabilities remain fairly low also in those cases. Our preference would be to increase the blind decoding attempts slightly compared to PDCCH.
Figure 3 shows the resource utilization. Here it is seen that configuring 2 PRB pair sets to the UE is clearly better in terms of efficient usage of allocated PRB pairs. Increasing the number of blind decoding attempts does not have any visible impact here. 
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Figure 2. Blocking probability with each scheme in case (20%,50%,80%) of UEs are monitoring distributed allocations only.
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Figure 3. Average number of used PRB pairs with each scheme in case (20%,50%,80%) of UEs are monitoring distributed allocations only.

5
Conclusions

In this contribution we have summarized our views on ePDCCH search space design: Our proposals are listed as follows:
Proposals:

· ePDCCH search space is located within one or two configured PRB pair sets.

· Each PRB pair set consists of four PRB pairs.

· At least one of the PRB pair sets can be configured to comprise only localized ePDCCH candidates or only distributed ePDCCH candidates.
· If only one set is configurable, the other set comprises only distributed ePDCCH candidates.
· PRB pairs for each set are independently configured and can overlap.

· UE is allocated one antenna port per PRB pair set and monitors all ePDCCH candidates associated with that antenna port in that PRB pair set.

· Different antenna ports are allocated for the two PRB pair sets.

· Antenna port allocation can be done implicitly by C-RNTI.

· Consider varying the monitored eCCEs (and hence antenna ports) per subframe to reduce repeated blocking in consecutive subframes.

· An ePDCCH using a localized allocation can be transmitted on an aggregation of {1,2,4} eCCEs.

· An ePDCCH using a distributed allocation can be transmitted on an aggregation of {1,2,4,8,16} eCCEs.
In particular we would like to highlight that with the proposed design the issue of whether localized and distributed ePDCCHs can be multiplexed in the same PRB pair becomes an implementation aspect.
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Appendix A – Simulation assumptions
Table 2. Simulation assumptions.

	Parameter
	Value

	System bandwidth
	10 MHz

	Carrier frequency
	2.0 GHz

	System scenario
	3GPP Case 1

	Number of UEs
	20

	Channel model and antenna configuration
	ETU, 2x2 IID

	UE velocity
	3 km/h

	ePDCCH configuration
	16 eREGs per PRB pair, 9 REs each

eCCE size 36 REs

1) Localized allocation, 4 eREGs per eCCE 

2) Distributed allocation, 4 eREGs per eCCE

	PRB pair set configuration
	3 PRB pair sets in the system

{1,2} PRB pair sets allocated per UE

4 PRB pairs per set

	ePDCCH power control range
	±3 dB

	Codebook for CL-MIMO
	Rel-10 codebook for 2-Tx

	PMI/CQI granularity
	50 PRB / 6 PRB (mode 3-1)

	Number of layers
	One layer, MU-MIMO was not utilized in the search space

	Modulation and coding
	QPSK modulation, coding rate according to eCCE size and aggregation level

	CCE size
	36 REs

	DCI format and payload
	DCI 2C: 42 + 16CRC bits

	ePDCCH target BLER
	1%


