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1. Introduction

In RAN1 session #69, the follow points were agreed.
· At least for distributed transmission, the 144 REs for normal CP in a PRB pair in a normal subframe (not counting the 24 DMRS REs) are divided into one of {8,12,16,24 or 36} equal-sized non-overlapping resource element groups (eREG) 
· Detailed design of the eREG mappings are FFS
· An eCCE is formed by grouping of multiple eREGs
· An eCCE groups eREGs located in multiple PRB-pairs
· For localized transmission, an eCCE is transmitted in one PRB-pair 
· The number of eCCE within a PRB pair in a normal subframe is FFS between
· 2 or 4 depending on overhead of other signals, and
· 3 or 4 depending on overhead of other signals, and
· 4 in at least the PRB pairs that do not contain PBCH/PSS/SSS
However, further details on the support of eCCE aggregation levels and the corresponding search space design remain open.  In this paper, our views are provided considering the trade-off between the blind decoding complexity and the blocking rate of UE scheduling when ePDCCH configuration can be UE-specific.  Simulation results are shown to compare the blocking rates when different search space sizes and different eCCE numbers per PRB pair are applied.


2. Discussion
For legacy PDCCH, 1/2/4/8-CCE aggregation levels could be configured to ensure best coverage and resource efficiency.  The number of blind decoding candidates at each aggregation level varies in order to balance the UE complexity and average UE scheduling blocking rate, which may introduce some reduction of peak throughput for an UE.   Currently, the number of blind decodings in legacy control region is up to 44 or 60 (if DCI format 4 is taken into account) without considering cross carrier scheduling.  Since ePDCCH is designed to span the entire subframe, it may result in shorter PDSCH processing time for HARQ-ACK.  One simple way to allow more PDSCH processing time for HARQ-ACK is to design search spaces with fewer total blind decoding candidates than that in legacy PDCCH.
Till RAN1 #69, there’s not much discussion on the design of aggregation levels and the corresponding search spaces for ePDCCH because it highly depends on the physical structure of ePDCCH.  In RAN1 #69, 2/3/4 eCCEs per PRB pair were discussed but there is no consensus yet.  Based on different number of eCCEs per PRB pair, different designs of eCCE aggregation level are applied with varying complexity of blind decodings (BDs).  
Table 1 gives the possible ePDCCH candidate numbers under different designs.  Note that option 1 reuses the design of Rel-8 and option 2 is given as an example to reduce the BD.  Other examples could be considered as well.  The option with a maximum number of BDs is also given for reference. It is expected that with the increase of BDs, the block rate decreases. But we are interested in the best tradeoff between block rate and decoding complexity.
From the table, it could be found that the complexity increases with the allocated PRB number NPRB if the search space size of each aggregation level is the same as that of the reserved ePDCCH resources for all UEs.  But if we can signal a UE-specific assignment of ePDCCH resources which is a subset of total ePDCCH resources, the number of blind decoding candidates can be reduced. One such approach is to divide the ePDCCH resources into groups and assign a group UEs to each ePDCCH resource group. It is expected to see an increase of blocking, but the BD complexity can be reduced.
Further, in Table 1, maximal aggregation levels of 8, 6 and 4 are considered for 4, 3 and 2 eCCEs per PRB pair with the same amount of REs, respectively.  Note that high aggregation levels would introduce higher blocking rate. 
Table 1    ePDCCH candidate numbers under different design options without BD number limitation
	
	Aggregation level
	Candidate number:  M(L)

	
	
	Option 1
	Option 2
	Maximum

	4 eCCEs / PRB pair
	1-AL
	6
	4
	4×NPRB

	
	2-AL
	6
	4
	2×NPRB

	
	4-AL
	2
	2
	NPRB

	
	8-AL
	2
	2
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	3 eCCEs / PRB pair
	1-AL
	6
	4
	3×NPRB

	
	2-AL
	6
	4
	NPRB

	
	3-AL
	2
	2
	NPRB

	
	6-AL
	2
	2
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	2 eCCEs / PRB pair
	1-AL
	6
	4
	2×NPRB

	
	2-AL
	6
	4
	NPRB

	
	4-AL
	2
	2
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3. Simulation results 
By assuming each ePDCCH with the same payload, the blocking rates under option 1 and option 2 with different configurations are evaulated. In the simulation, the C-RNTI and eCCE aggregation level are randomly generated. Hashing function for legacy PDCCH is applied to generate the possible candidates. The minimum and maximum ePDCCH numbers is 10 and 20, respectively.  The number of PRB pairs in the simulation is 10. 
Figure 1~ Figure 3 compare the blocking rate with single aggregation level under option1 and option 2, considering different ePDCCH numbers. It could be seen, as expected, that the blocking rate under option 1 is lower than that of option 2, though with higher blind detection complexity. Take 3 eCCEs/PRB pair as an example, the blocking rate is increased by 49% and 72.5% under 1-AL, 2-AL and 3-AL, by increasing 10 ePDCCHs to 20 ePDCCHs. For higer aggregation levels, the block rate does not increase as much. Such trend could be oberserved  in all cases. 
Furthermore,  the blocking rate varies with the eCCE numer per PRB pair. Compared to 3 eCCEs/PRB pair, the blocking probability under 4 eCCEs/PRB pair is reduced by 50% and 27% for 1-AL and  2-AL, respectively. However, there is no obvious difference at higher aggregation level, because the search space size is quite similar at higher aggregation levels.  Also, such oberservation could be found in the case of 2 eCCEs per PRB pair.  From the perspective of blocking rate, 4 eCCEs per PRB is preferrable since such configuration is quite flexible in resource allocation, with lower blocking rate.  
To illustrate the resource efficiency under such 3 design alternavies, the average blocking rate are given in Figure 4. For this simulation, the eCCE distribution of each aggregation level is given in Table 2. 
· Option 1
Compared to the case of 2 eCCEs per PRB pair, the averge blocking rate is improved by 61.4% and 21.15% in the case of 4 eCCE/PRB and 3 eCCEs/PRB, when 10 ePDCCHs are deployed.  If 20 ePDCCHs are to be scheduled, the corresponding improvement is 50.7% and 18.42%.    
· Option 2  
The gain of average blocking rate is 50.2% and 31.06% under 4 eCCEs/PRB and 3 eCCEs/PRB, compared with that of 2 eCCEs per PRB pair, in the case of 10 ePDCCHs. And the gain shrinks to 31.93% and 9.3% for 20 ePDCCHs. 
Figure 5 shows the impact of the ePDDCH number and eCCE resources on the average blocking rate. In the simulation, 10 PRBs are used in case of 20 ePDCCHs, and option 1 is applied. For the smaller control signaling overhead, i.e., 10 ePDCCHs, 5 PRBs are allocated and also with fewer BD candidates (option 2).  We call the former case “larger SS” and the latter case “smaller SS”. From Figure 5, compared to larger SS, the blocking rate gap for smaller SS and larger SS is not so big, while the complexity for smaller SS is lower.  Therefore, UEs could be grouped to share different resources without introducing additional control overhead, with less complexity.
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                       (a)   10 ePDCCHs                                              (b) 20 ePDCCHs

Figure 1  Blocking rate under 4 eCCEs per PRB pair
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                             (a)   10 ePDCCHs                                                (b) 20 ePDCCHs
Figure  2  Blocking rate under 3 eCCEs per PRB pair 
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                        (a)   10 ePDCCHs                                                (b) 20 ePDCCHs
Figure 3    Blocking rate under 2 eCCEs per PRB pair 
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                        (a)   10 ePDCCHs                                                (b) 20 ePDCCHs

Figure 4    Average blocking rate comparison 

Table 2   eCCE aggregation level distribution 
	4 eCCEs / PRB pair

	1-AL
	2-AL
	4-AL
	8-AL

	0.6
	0.20
	0.15
	0.05

	3 eCCEs / PRB pair

	1-AL
	2-AL
	3-AL
	6-AL

	0.6
	0.2
	0.15
	0.05

	2 eCCEs / PRB pair

	1-AL
	2-AL
	4-AL
	-

	0.6
	0.3
	0.1
	-
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Figure 5   Average blocking rate under different considerations
From the observations in these figures, the following conclusion could be drawn:
Observation  #1: 4 eCCEs/PRB pair results in lower blocking rate, compared to 2 and 3 eCCEs/PRB. 

Observation  #2: Average blocking rates are comparable for option 1 and 2 when supporting the same number of UEs with the same amount of ePDCCH resources.


4. Conclusion

In this paper, the eCCE structure for ePDCCH is discussed. To conclude this paper, the following proposal is proposed.  
Proposal  #1:  4 eCCEs/PRB pair is preferable from the perspective of blocking rate. 
Proposal  #2:  UE-specific assignment of ePDCCH resources can be applied to reduce the blind decoding candidates by decreasing the search space size, but still with reasonable blocking rate.
