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1 Introduction
In [1-4], the ePDCCH multiplexing schemes were discussed.  This contribution gives more analysis on need for multiplexing of localised and distributed ePDCCH parts in same PRBs. The relevant eCCE resource allocations are illustrated and some simulation is down for the multiplexing.
2  Discussion
The transmission scheme of ePDCCH for a UE is generally depends on the channel condition of it. For 1 cell there is no possible for UE to always use one scheme. In typical case, UE will rely on distributed ePDCCH in the early stage of transmission when the channel state information is not stable. After the CSI is valid, the UE can receive localized ePDCCH to exploit more resource efficiency. It is desirable to have both transmission schemes share same resources to save the ePDCCH resources. 
Since ePDCCH can not multiplexing with PDSCH, ePDCCH for both localized and distributed mapping can reduce fragmentation in PRBs. Compact ePDCCH resources will also help interference coordination, since it is based on granularity of PRB.  
If distributed ePDCCH is not interleaved based on the configured PRB, the distribution can be simply done by mapping based on resource set. The multiplexing can be fully controlled by scheduler, which choose mapping by the available information as channel state. It needs to be discussed first that if the distribution is done by interleaving. 
For evaluation purpose, we give illustration for the multiplexing is done in same structure for both localized and distributed transmission. In general the resource set are defined as unified unit. The different transmissions are archived by different way of mapping. Those examples are given eCCE as the unit, e.g. 1/4 REs for 1 PRB.
· The example of consecutive mapping is illustrated in figure 2.1. One PRB carry 4 eCCEs, {#0,#1,#2,#3}:
a) 2 eCCE for 1 ePDCCH, the ePDCCH is only mapped into one PRB to: {#0, #1} or {#2, #3}.
b) 4 eCCE for 1 ePDCCH, the ePDCCH is only mapped into one whole PRB.
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Figure 2.1　Localized Mapping
· Distributed mapping also based on above eCCE, aggregation level 1 does not support distributed mapping. Distributed mapping is shown as figure 2.2. For 2/4/8 eCCE, the ePDCCH is mapped into as many as possible PRBs. 
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Figure 2.2　 Distributed mapping
In general, ePDCCH do not use special optimized structure to multiplex distributed mapping. We have observed the performance gap between different structures is quite small. 
3 Evaluation

This section gives results from system level simulation on the multiplexing schemes. Simulation assumption is in ANNEX.  The number of scheduled UE is in Table 1.
Table 1. Number of scheduled UE in 1 subframe

	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11

	0                                
	0.0019
	0.0191
	0.0871
	0.2083
	0.2887
	0.2385
	0.1166
	0.0355
	0.0040    
	0.0001


Average scheduled number of UE: 6.1475.

3.1 CDF and Aggregation for different mapping 
CDF of SINR for distributed transmission.
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Probability for different Aggregation Levels, distributed transmission:
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Note: That in the following results, the aggregation level 1 is not used for distributed transmission since the example only defines localized eCCE.
CDF of SINR for localized transmission:
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Probability for different Aggregation Levels, localized transmission:
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In the simulation, 12RB (48eCCE, 36RE per eCCE) is reserved for ePDCCH transmission.
3.2   Separated resources for distributed and localized ePDCCH
In simulation, each cell randomly divides half of UEs for distributed transmission and half of UEs for localized transmission. Same method is used in 3.3.
8 PRBs (32 eCCEs) are reserved for distributed ePDCCH. The resource utilization is 0.61. The distribution of transmission is based on eCCE.
4 PRBs (16 eCCEs) are reserved for localized ePDCCH. The resource utilization is around 0.75.
The total resource utilization is 0.6595.
Systyem performance :

	Cell average spectral efficiency(bps/Hz/Sector)
	Cell edge spectral efficiency(bps/Hz/Sector)

	2.9270
	0.9047


3.3 Shared resources for distributed and localized ePDCCH
12 PRBs are all shared for distributed and localized ePDCCH. The total resource utilization is 0.71.

 From the results, multiplexing of localised and distributed ePDCCH parts in same PRBs can show better efficiency than separated design.
System performance :
	Cell average spectral efficiency(bps/Hz/Sector)
	Cell edge spectral efficiency(bps/Hz/Sector)

	2.9461
	0.9106


4 Conclusion

In this contribution, we discussed need for multiplexing of localised and distributed ePDCCH parts in same PRBs. We confirmed the need for sharing the resources of localised and distributed ePDCCH parts in same PRBs. One good starting point is to define a resource unit for both. The ePDCCH is preferred to mapping based on same resource set divided in PRB.
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ANNEX
Table A. Simulation assumptions

	Parameters
	Assumptions

	Cellular Layout 
	Hexagonal grid, 19 cell sites, 3 cell sectors per site.  

	Number of users per cell
	10

	Distance-dependent path loss
	L=128.1 + 37.6log10(.R), R in kilometers @ 2GHz

	Inter-site distance
	500m(3GPP Case1) 

	Operating bandwidth (BW)
	10 MHz

	Penetration loss 
	20dB

	Shadowing standard deviation
	8 dB

	Shadowing correlation
	Inter-eNodeB: 0.5  Inter-cell: 1.0

	UE Speed
	3km/h

	Channel model
	3GPP Case1-  SCME- UMa  (High Spread)



	Antenna configuration
	Transmitter: 4Tx cross-polarized antenna at eNB (0.5 λ spacing) 

Receiver: 2Rx cross-polarized antenna at UE

Antenna tilt  15 degree, 3D antenna pattern

	CQI/PMI reporting interval and frequency granularity 
	5ms for CQI/PMI, 6RB 

	Feedback scheme
	 Rel-8 RI/CQI/PMI for FDD,

	Transmit scheme for PDSCH
	SU-MIMO/MU-MIMO adaptive

	Delay for scheduling and AMC
	6ms

	Scheduler 
	Proportional Fair

	Receiver
	MMSE receiver (in [4])

	HARQ Scheme
	Chase Combining

	Maximum number of retransmissions
	3

	Channel Estimation
	Non-ideal, based on CSI-RS for channel measurements, based on DMRS for data demodulation.
Channel estimation error modeling is used 
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