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1 Introduction

The notion of fallback operation when scheduling by ePDCCH was discussed in RAN1#68bis in the context of configuring a UE both distributed ePDCCH candidates and localized ePDCCH candidates and/or both ePDCCH candidates and legacy PDCCH candidates in a same subframe. No conclusion was reached as further discussions were deemed necessary to assess the associated scenarios and requirements. 
This contribution considers the fallback operation when scheduling of a UE includes ePDCCH.

2 Fallback Operation for ePDCCH
In Rel-8, fallback operation was supported through DCI format 1A and was intended for UE scheduling during a reconfiguration of the PDSCH transmission mode and for enabling scheduling when a UE experienced deterioration in its DL channel conditions (e.g. due to a change in shadowing). 

In Rel-10, fallback operation was further relied upon to cope with Rel-10 specific configurations of DCI formats (e.g. configuration of CIF field, of A-SRS triggering field, etc.), and was expanded to include DCI format 0 (although this was already the case due to the 0/1A duality). For reconfiguration purposes, fallback was restricted to the common search space (CSS) where the DCI formats 0/1A maintained their Rel-8 contents. For fallback mode purposes, either the CSS or the UE dedicated search space (UE-DSS) could be used. 
In Rel-11 and for scheduling by ePDCCH, fallback operation needs support similar functionalities as in Rel-10 and needs to also consider the simultaneous existence of legacy PDCCHs and ePDCCHs and the existence of two ePDCCH operating modes (distributed and localized). 
Fallback for localized ePDCCH mode
The most obvious case for fallback support is the localized ePDCCH mode. The motivation is the same as for providing fallback support for a UE configured a PDSCH TM other than TxD. As the requirements for reliability and robustness of an ePDCCH are much higher than those of a PDSCH, the necessity and frequency of fallback for the localized ePDCCH mode will be more pronounced than for the PDSCH. 
For example, fallback for the PDSCH TM is needed when the overall channel becomes poor. However, fallback for the localized ePDCCH is needed when the CSI report available in a subset of the (few, in practice) configured PRB pairs for localized ePDCCH indicates poor channel conditions in that subset of PRB pairs although the overall channel may remain good. Also, tolerance to channel quality variations is much higher for a PDSCH than it is for localized ePDCCH. Fallback can then be supported through the distributed ePDCCH mode or, when possible, through the legacy PDCCH. 

Fallback support through a distributed ePDCCH mode (also allowing for the same PDSCH TM) is obviously the only option when legacy PDCCH decoding is not possible, such as for example in ABS for a macro-cell or for a stand-alone NCT. If an eCSS is supported (through distributed ePDCCHs) fallback for the localized ePDCCH mode can be either through the eCSS (only using DCI 0/1A) or through the eUE-DSS. Similar to Rel-10, for CA re/configurations, fallback support (for both ePDCCH modes in the eUE-DSS) can be limited to the eCSS where DCIs 0/1A do not contain CIF. 
Fallback by legacy PDCCHs (only using DCIs 0/1A) is also an option when a UE receives DCI 3/3A through the CSS. However, due to the CSS capacity limitation, its inefficiency in terms of overhead (only aggregation levels of 4 and 8 CCEs are supported), and as the fallback frequency for the localized ePDCCH mode can be relatively high, fallback support by distributed ePDCCH should be also provided even when a UE receives DCI 3/3A through the CSS. 
In addition to supporting fallback for the localized ePDCCH mode to address varying DL channel conditions, an even more dynamic reason is for improving the overall ePDCCH spectral efficiency [1]. If distributed ePDCCHs and localized ePDCCHs are multiplexed in different PRB pairs, it may be preferable to transmit a distributed ePDCCH to a UE if a PRB pair assigned to localized ePDCCHs is not adequately utilized (e.g. if the PRB pair is suitable for transmitting only a single localized ePDCCH). If distributed ePDCCHs and localized ePDCCHs are multiplexed in same PRB pairs, fallback support is needed if a UE reports poor, unreliable, or no CSI over PRB pairs assigned to ePDCCHs in a subframe. This will be further necessitated in case the PRB pairs assigned to ePDCCHs are adjusted per subframe according to the respective total resource requirements (either with or without an ePCFICH). 
Fallback support for localized ePDCCHs by distributed ePDCCHs can be provided by allowing a network to configure a UE with ePDCCH candidates for both localized ePDCCHs and distributed ePDCCHs. Although several conditions can be placed, such as for example allowing all ePDCCH candidates to be distributed or possibly restricting distributed ePDCCH candidates to certain eCCE aggregation levels when a UE is also configured localized ePDCCH candidates, this should be at the discretion of the network and should not have an impact on the specifications. Fallback support through the legacy CSS should also be allowed. 
One concern with configuring ePDCCH candidates for both localized ePDCCHs and distributed ePDDCHs is that the blocking probability will increase if the total number of ePDCCH candidates (blind decoding operations) remains the same. This can be addressed either by implementation or by a small increase in the number of blind decoding operations for ePDCCHs. Finalization of the search space design for both distributed ePDCCHs and localized ePDCCHs is first needed in order to assess the total required number of ePDCCH candidates and the associated blocking probability. However, some initial analysis is still possible.
As fallback between ePDCCH modes is needed only for the localized ePDCCH mode, a network can configure a UE in the eUE-DSS all ePDCCH candidates for the localized ePDCCH mode except a few (e.g. 2 candidates) which can be for the distributed ePDCCH mode. The impact on the localized ePDCCH blocking probability from such reduction in the number of ePDCCH candidates is expected to be marginal or none. For example, assuming the same number of ePDCCH candidates per eCCE aggregation level as for the legacy ones, as an aggregation level of 8 eCCEs does not seem practical or necessary for localized ePDCCHs, the corresponding candidates can be allocated to distributed ePDCCHs (without any restriction on the eCCE aggregation level). Moreover, as fallback from the localized ePDCCH mode to the distributed ePDCCH mode will be needed for very few UEs per subframe, the impact on the distributed ePDCCH blocking probability by the scheduler prioritizing the fallback candidates will also be marginal. 
Observation 1: Fallback operation for localized ePDCCHs can be supported by the network configuring to a UE ePDCCH candidates for distributed ePDCCHs and for localized ePDCCHs per respective eCCE aggregation level and through the legacy CSS (for fallback only to DCI 0/1A). 

Fallback for ePDCCH operation

The use of ePDCCH should not cause significant loss in the spectral efficiency of DL control signaling (actually, gains are targeted). When Rel-11 UEs are configured for scheduling by ePDCCHs, it is still highly likely that many scheduled UEs per subframe in the network will be ones from earlier releases. As the number of scheduled UEs per subframe can significantly vary and as, even for peak loading conditions, only a few Rel-11 UEs may be scheduled, it would be beneficial to allow load balancing between legacy PDCCHs and ePDCCHs for Rel-11 UEs to avoid incurring a large overhead from highly underutilized PRB pairs for ePDCCHs. 
Several cases exist for load balancing between PDCCHs and ePDCCHs. In scenarios where ePDCCH is configured in localized mode to appropriate UEs and legacy PDCCH is used instead of distributed ePDCCH (for better performance), legacy PDCCH can be used both for fallback of the localized ePDCCH mode and for load balancing. In scenarios where both distributed ePDCCH and localized ePDCCH are configured, use of legacy PDCCH can be for load balancing in subframes where the number of Rel-11 UEs that are scheduled and also configured with ePDCCH is low. Fallback to legacy PDCCH can also allow for the network to schedule a large number of TrCH bits in a subframe and avoid the associated limitations due to the ePDCCH decoding latency [2].
For example, for a 10 MHz system BW, if at least 4-8 PRB pairs are configured for ePDCCHs (roughly equivalent to 1-2 OFDM symbols for legacy DL control signaling) to some Rel-11 UEs and if only a few of these Rel-11 UEs are scheduled in a subframe, this additional 8%-16% overhead should be avoided when these Rel-11 UEs can be accommodated by PDCCHs without increasing the total number of symbols required for legacy DL control signaling. 

Similar to supporting fallback for the localized ePDCCH mode through the distributed ePDCCH mode, a partitioning of the candidates to PDCCH and ePDCCH ones can be entirely under the control of the network and need not have any meaningful impact on the blocking probability. 
Observation 2: Load balancing for overhead reduction and fallback operation for localized ePDCCHs can be supported by the network configuring to a UE ePDCCH candidates and PDCCH candidates. 

3 Conclusions

This contribution considered the motivations and mechanisms for providing fallback operation to UEs configured with ePDCCH and for providing load balancing between PDCCH and ePDCCH to improve the spectral efficiency of DL control signaling. The required functionalities can be provided by the network configuring to a UE the number of ePDCCH/PDCCH candidates for the respective eCCE/CCE aggregation levels. 
Proposal: A network shall configure to a UE the number of PDCCH candidates, distributed ePDCCH candidates, and localized ePDCCH candidates for the respective CCE/eCCE aggregation levels.  
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