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1 Introduction
In this contribution we present our views and some considerations on ePDCCH candidates and search space design. 

2 Aggregation Level
For PDCCH, resource allocation is based on aggregation of CCE, which is interleaved in to whole bandwidths. By reusing the schemes, eCCE can be introduced and aggregated into ePDCCH. The definition of eCCE should not only consider distributed transmission, but also cover localized transmission, as one major difference to PDCCH. If the eCCE definition is based on the fixed division of resources in RB, the code rate is high when only 1 eCCE is used for ePDCCH transmission. For certain cases (reserving RE for other signals) may even exceed 1 as we analysed in [1]. Thus, the aggregation level in those cases should be adjusted. We can consider AL=2, 4, 8 or AL=2, 4, 8, 16 as alternative AL sets. The selection of sets can be based on the effective code rate threshold or number available REs threshold in eCCE, which can be configured by eNodeB. Configuring different thresholds to UEs need based on geometry. This configuration can be UE specific.
Proposal 1:  
The aggregation level detected by UE should be adaptive based on the effective code rate or number available REs in eCCE. 
Aggregation Level=16 should be considered.
3 ePDCCH Candidates 

The eCCE size in this contribution is defined as 1/4 RB. Both localized and distributed ePDCCH transmission should be supported. Thus, there should be localized and distributed ePDCCH candidates, correspondently. Distributed/localized ePDCCH candidates can be combined with aggregation level. At least for higher aggregation level, eCCEs from different PRB can be effective reach frequency diversity. We can use both distributed and localized candidates are defined base on localized eCCE as starting point. In that case distributed candidates is composed by eCCEs from different PRBs. The eCCEs need not be further split. This design has better resource utilization and less blocking probability. 
Distributed eCCE, which span more eREGs into PRBs can get better frequency diversity in AL=1, 2. However, in real deployment, level 1 aggregation with distributed transmission is not often the case. Since the channel condition is not well measured, high code rate of ePDCCH can hardly be used. The main benefit for distributed eCCE is more than 4 diversity order in AL=2. It introduces more blocking probability for ePDCCH resources. We needed to further investigate the need for distributed eCCE.
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Figure1 Localized ePDCCH candidates, AL 1,2,4
Figure 1 and Figure 2 illustrated example for the Localized ePDCCH candidates and Distributed ePDCCH candidates, respectively. The PRBs is pre allocated for ePDCCH and not contiguous. Aggregation level 1, 2 have 2 configurations. For Aggregation level 1, 1 configuration has 8 candidates. The channel estimation times are 2 per PRB, which can lower compared with full usage. And 2 configurations can improve the resource utilization. For Aggregation level 2, 1 configuration has 4 candidates. There is only 1 configuration for aggregation level 4. The Aggregation level 8 does not have localized candidates since it spans more than 1 PRBs.
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Figure2 Distributed ePDCCH candidates, AL 2,4,8
For Aggregation level 16, it can be simple span 4 PRBs as figure 3 shown.
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Figure3 Distributed ePDCCH candidates, AL16
Proposal 2： 

At least for aggregation level 1, 2, 4, Localized ePDCCH candidates are supported. The aggregation level 2, 4, 8, 16（if supported）support distributed ePDCCH candidates

Localized ePDCCH candidates and distributed ePDCCH candidates can be defined in same aggregation level.
One Aggregation level can have multiple configurations
4 Search space configuration

It is not necessary to detect all the candidates defined in section 2. The ePDCCH candidate configurations in search space can be configured by higher layer signalling based on the pre-defined ePDCCH candidates configuration. This s can reduce blocking and increase resource efficiency than the method driven by UE ID.
Proposal3：
UE search spaces should be configured by higher layer.
For wideband CSI feedbak, one example of configuration is shown in table1. The Cfg x could be Cfg #0 or #1:
	UE specific 

search space
	
	AL=1
	  AL=2
	  AL=4
	AL=8
	AL=16（FFS）

	
	<code rate 
	L- Cfg x
	D- Cfg x
	D- Cfg x
	D- Cfg x
	Null

	
	>code rate
	Null
	D- Cfg x
	D- Cfg x
	D- Cfg x
	D-Fixed cfg


                                 Table1 Search space configuration for wideband CSI feedback
The table is mostly for distributed transmission except AL=1.
When sub-band CSI is available, the localized candidates can be used. Fall back scheme requires distributed mapping. However, detection of both in every aggregation level requires higher blind detection number. We should restrict the type of candidates in 1 aggregation level. In general, lower aggregation levels should be configured with localized candidates. Higher aggregation level should be configured with distributed candidates. The examples are shown in Table 2 and Table 3

	UE specific 

search space
	
	AL=1
	     AL=2
	  AL=4
	AL=8
	AL=16（FFS）

	
	<code rate 
	L- Cfg x
	L- Cfg x
	D- Cfg x
	D- Cfg x
	 Null

	
	>code rate
	Null
	L- Cfg x
	L-Fixed cfg
	D- Cfg x
	D-Fixed cfg


                                    Table2 Search space configuration (1) for subband CSI feedback
	UE specific 

search space
	
	AL=1
	     AL=2
	  AL=4
	AL=8
	AL=16（FFS）

	
	<code rate 
	L- Cfg x
	L- Cfg x
	L-Fixed cfg
	D- Cfg x
	 Null

	
	>code rate
	Null
	L- Cfg x
	L-Fixed cfg
	D- Cfg x
	D-Fixed cfg


                                     Table3 Search space configuration (2) for subband CSI feedback
Proposal 4： 

One aggregation level should be RRC configured with one type of candidates.
Lower aggregation levels should be configured for detection of localized candidates. Higher aggregation level should be configured for detection of distributed candidates.
Note that the ‘x’ value should be same for all aggregation level to restrict the complexity of channel estimation.
5 Conclusion
In this contribution, we analyzed the ePDCCH candidate design. We propose:
Proposal 1:  
The aggregation level detected by UE should be adaptive based on the effective code rate or number available REs in eCCE. 
Aggregation Level=16 should be considered.
Proposal 2： 

At least for aggregation level 1, 2, 4, Localized ePDCCH candidates are supported. The aggregation level 2, 4, 8, 16（if supported）support distributed ePDCCH candidates

Localized ePDCCH candidates and distributed ePDCCH candidates can be defined in same aggregation level.

One Aggregation level can have multiple configurations
Proposal3：
UE search spaces should be configured by higher layer.
Proposal 4： 

One aggregation level should be RRC configured with one type of candidates.
Lower aggregation levels should be configured for detection of localized candidates. Higher aggregation level should be configured for detection of distributed candidates.
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