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Discussion
1. Introduction
During RAN #51 meeting, a new study item “Further Enhancements to LTE TDD for DL-UL Interference Management and Traffic Adaptation (LTE_TDD_eIMTA)” was approved [1]. This study item was put on hold until RAN#54 meeting. According to [2], RAN approved to resume the work on Rel-11 SI FS_LTE_TDD_eIMTA after RAN #54. The motivation is to utilize the benefit of flexible deployments without requiring a pair of spectrum resources for TDD system. One mechanism to realize flexibility is to have dynamic TDD UL/DL configuration in a TDD system. In this study item, RAN1 was tasked to evaluate the benefits of uplink-downlink re-configuration dependent upon traffic conditions for both the isolated cell scenario and the multi-cell scenario, including:
· Identify the proper simulation assumptions, including traffic models.

· Assess the appropriate time scale for DL-UL re-configuration.

· Assess the benefits at least in terms of performance and energy saving.

In this contribution, the system level evaluation results for LTE_TDD_eIMTA in isolated cell scenario are presented according to the agreed simulation assumptions and parameters in [3]. In order to evaluate the potential benefits of dynamic UL/DL configuration, we evaluate system level performance of dynamic TDD UL/DL configuration under various parameters of the traffic model and time scale for TDD UL/DL reconfiguration in isolated cell. 
2. Simulation models and assumptions

Currently, LTE TDD allows for asymmetric UL-DL allocations by providing seven different semi-statically configured UL-DL configurations shown in Figure 1. These allocations can provide between 40% and 90% DL subframes. Current mechanism for adapting UL-DL allocation is based on the system information change procedure. The concrete TDD UL/DL configuration is semi-statically informed by SIB-1 signaling. This semi-static allocation may not match the instantaneous traffic in case of large fluctuation of uplink and downlink traffic. 
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Figure 1: Current seven kinds of TDD UL/DL configurations
The objective of this study item in RAN1 is to evaluate the benefits of uplink-downlink reconfiguration dependent upon the traffic conditions. In that sense, the potential gain of dynamic UL/DL configuration will come from the fluctuation of uplink and downlink traffic and the amount of available uplink-downlink resources corresponding to the generated traffic load in uplink and downlink. 
In the system-level simulation, FTP model 1 in TR36.814 is adopted for uplink and downlink traffic model [4]. The traffic for uplink and downlink are independently modelled. A generated packet is randomly assigned to a UE with equal probability. The detailed assumptions and parameters are listed below:
•
Fixed size of 0.5Mbytes and 2Mbytes as in TR36.814

•
Possible range of file arriving rate (λ) shall cover both low and high load cases. Proposed value range of λ for DL is [0.25, 0.5, 1, 1.5, 2, 2.5, 5, 7.5] for 0.5 Mbytes file size, [0.06, 0.12, 0.25, 0.37, 0.5, 0.625, 1.25, 1.875] for 2 Mbytes file size. The arriving rate for UL file is derived by the ratio of DL and UL arriving rate.  
Regarding the TDD uplink-downlink reconfiguration scheme, dynamic reconfiguration is switched every 10ms, i.e., every radio frame. In detail, at the start of every radio frame, eNB shall select the most appropriate DL-UL subframe ratio based on the relative amount of total downlink and uplink traffic waiting for the scheduling in the eNB. No HARQ is modelled due to very high SNR in isolated Pico cell.

Compared to the fixed TDD UL/DL configuration, different reference configurations are used for different downlink-uplink traffic arrival rates. The detailed reference configurations are listed below:

•
TDD UL-DL configuration 0 with ratio of DL and UL arrival rate = {1/2}
•
TDD UL-DL configuration 1 with ratio of DL and UL arrival rate = {1/1, 2/1}
•
TDD UL-DL configuration 2 with ratio of DL and UL arrival rate = {2/1, 4/1}
3. Performance metrics
Regarding the performance metric, the downlink and uplink metrics are collected separately. Since FTP is adopted as the traffic model, packet throughput is an important metric for evaluation. In this evaluation, packet throughput is defined as the packet size over the packet transmission time, including the packet waiting time in the buffer. The detailed performance metrics used in the system level simulation are as given below, with the same definition as in TR 36.814 [4]: 

· Cell average packet throughput 
· User average packet throughput

· {5%, 50%, 95%} user throughput
Where,

· Cell average packet throughput

· defined as the mean of average packet throughput from all UEs

· UE average packet throughput

· defined as the average of packet throughput for the UE

· {5%, 50%, 95%} user throughput

· from the CDF of user throughput from all UEs

4. Simulation results

System simulation results are provided in Tables 1 through 8 with different downlink-uplink traffic arrival rates and reference TDD UL/DL configurations, respectively. Simulation results for 0.5Mbyte file size are listed in Table 1 to Table 4 and those for 2Mbytes file size are listed in Table 5 to Table 8. In each table, we compare the throughput gain in uplink and downlink between fixed TDD UL/DL configuration and dynamic TDD UL/DL configuration. The detailed simulation assumptions and parameters are listed in Annex.
As shown in Table 1, the traffic arrival ratio of DL and UL is 1:2. In this UL-heavy case, the reference TDD UL/DL configuration is Conf#0, which has the most UL subframes. Compared to fixed TDD conf#0, dynamic TDD UL/DL reconfiguration may select some non-UL heavy TDD Configuration to adapt DL traffic. So it leads to throughput gain in DL while loss in UL.

In Table 2, the traffic arrival rate of DL is equal to that of UL. We can see dynamic TDD reconfiguration has slight gain in DL and UL due to better match the traffic fluctuation of DL and UL. 

In Table 3, dynamic TDD has gain in DL in DL-heavy case. However, there is throughput loss in UL since some DL-heavy TDD UL/DL configuration may be selected to adapt DL traffic. It is noted that the gain in DL is larger than the loss in UL.
In Table 4, in this DL-heavier case, more subframes are allocated to DL, which may lead to UL resource limitation. Less UL resource may lead to throughput loss in UL.

Similar observations for 2Mbytes file size. The detailed simulation results are shown in Table 5 to Table 8.

Table 1: performance gain between dynamic TDD reconfiguration and reference TDD Conf#0 (0.5Mbyte file size, DL:UL=1:2)
	
	downlink
	uplink

	
	Cell throughput (Mbps/cell)
	5% user throughput (Mbps)
	50% user throughput (Mbps)
	95% user throughput (Mbps)
	Cell throughput (Mbps/cell)
	5% user throughput (Mbps)
	50% user throughput (Mbps)
	95% user throughput (Mbps)

	Fixed TDD Conf#0
	6.89552
	0.606
	0.667
	0.883
	19.9707
	2.251
	3.043
	7.815

	Dynamic TDD 
	9.64716
	0.908
	1.619.87
	2.899
	18.4669
	1.505
	2.234
	3.281

	gain
	39.90%
	49.79%
	142.84%
	228.33%
	-7.53%
	-33.13%
	-22.60%
	-58.00%


Table 2: performance gain between dynamic TDD reconfiguration and reference TDD Conf#1 (0.5Mbyte file size, DL:UL=1:1)
	
	downlink
	uplink

	Throughput
	Cell throughput (Mbps/cell)
	5% user throughput (Mbps)
	50% user throughput (Mbps)
	95% user throughput (Mbps)
	Cell throughput (Mbps/cell)
	5% user throughput (Mbps)
	50% user throughput (Mbps)
	95% user throughput (Mbps)

	Fixed TDD Conf#1
	10.363
	1.755
	3.557
	12.175
	10.304 
	1.350
	3.335
	12.185

	Dynamic TDD 
	10.402 
	2.048
	5.243
	13.130
	10.317 
	1.361
	4.402
	14.483

	gain
	0.40%
	16.70%
	47.40%
	7.84%
	0.10%
	0.76%
	32%
	18.86%


Table 3: performance gain between dynamic TDD reconfiguration and reference TDD Conf#1 (0.5Mbyte file size, DL:UL=2:1)
	
	downlink
	uplink

	
	Cell throughput (Mbps/cell)
	5% user throughput (Mbps)
	50% user throughput (Mbps)
	95% user throughput (Mbps)
	Cell throughput (Mbps/cell)
	5% user throughput (Mbps)
	50% user throughput (Mbps)
	95% user throughput (Mbps)

	Fixed TDD Conf#1
	15.525
	1.505
	1.561
	1.780
	6.935
	0.605
	0.658
	0.787

	Dynamic TDD 
	16.819
	1.509
	1.686
	2.568
	6.667
	0.439
	0.636
	0.695

	gain
	8.33%
	0.27%
	7.98%
	44.23%
	-3.88%
	-27.30%
	-3.27%
	-11.61%


Table 4: performance gain between dynamic TDD reconfiguration and reference TDD Conf#2 (0.5Mbyte file size, DL:UL=4:1)
	
	downlink
	uplink

	
	Cell throughput (Mbps/cell)
	5% user throughput (Mbps)
	50% user throughput (Mbps)
	95% user throughput (Mbps)
	Cell throughput (Mbps/cell)
	5% user throughput (Mbps)
	50% user throughput (Mbps)
	95% user throughput (Mbps)

	Fixed TDD Conf#2
	21.0609
	2.004
	2.051
	2.098
	6.88896
	0.605
	0.657
	0.781

	Dynamic TDD 
	22.0722
	2.006
	2.079
	2.866
	7.5194
	0.331
	0.674
	0.1085

	gain
	4.80%
	0.08%
	1.35%
	36.62%
	9.15%
	-45.20%
	2.57%
	38.83%


Table 5: performance gain between dynamic TDD reconfiguration and reference TDD Conf#0 (2Mbyte file size, DL:UL=1:2)
	
	downlink
	uplink

	
	Cell throughput (Mbps/cell)
	5% user throughput (Mbps)
	50% user throughput (Mbps)
	95% user throughput (Mbps)
	Cell throughput (Mbps/cell)
	5% user throughput (Mbps)
	50% user throughput (Mbps)
	95% user throughput (Mbps)

	Fixed TDD Conf#0
	6.25194
	0.609
	0.705
	0.984
	19.8066
	0.625
	3.796
	10.673

	Dynamic TDD 
	10.3236
	1.145
	2.047
	4.646
	17.0484
	1.308
	2.509
	4.273

	gain
	65.12%
	87.94%
	190.35%
	372.12%
	-13.93%
	109.25%
	-33.91%
	-59.60%


Table 6: performance gain between dynamic TDD reconfiguration and reference TDD Conf#1 (2Mbyte file size, DL:UL=1:1)
	
	downlink
	uplink

	
	Cell throughput (Mbps/cell)
	5% user throughput (Mbps)
	50% user throughput (Mbps)
	95% user throughput (Mbps)
	Cell throughput (Mbps/cell)
	5% user throughput (Mbps)
	50% user throughput (Mbps)
	95% user throughput (Mbps)

	Fixed TDD Conf#1
	11.4531
	0.462
	3.556
	14.245
	10.9278
	1.007
	3.506
	14.235

	Dynamic TDD 
	11.5582
	1.359
	5.290
	14.245
	11.0591
	1.234
	3.612
	19.905

	gain
	0.92%
	194.12%
	57.63%
	0.00%
	1.20%
	22.58%
	3%
	39.83%


Table 7: performance gain between dynamic TDD reconfiguration and reference TDD Conf#1 (2Mbyte file size, DL:UL=2:1)
	
	downlink
	uplink

	
	Cell throughput (Mbps/cell)
	5% user throughput (Mbps)
	50% user throughput (Mbps)
	95% user throughput (Mbps)
	Cell throughput (Mbps/cell)
	5% user throughput (Mbps)
	50% user throughput (Mbps)
	95% user throughput (Mbps)

	Fixed TDD Conf#1
	14.9206
	1.511
	1.670
	3.147
	6.51463
	0.138
	0.852
	1.187

	Dynamic TDD 
	17.3636
	1.559
	2.137
	3.306
	5.72657
	0.619
	0.840
	1.185

	gain
	16.37%
	3.24%
	27.90%
	5.05%
	-12.09%
	346.84%
	-1.36%
	-0.21%


Table 8: performance gain between dynamic TDD reconfiguration and reference TDD Conf#2 (2Mbyte file size, DL:UL=4:1)
	
	downlink
	uplink

	
	Cell throughput (Mbps/cell)
	5% user throughput (Mbps)
	50% user throughput (Mbps)
	95% user throughput (Mbps)
	Cell throughput (Mbps/cell)
	5% user throughput (Mbps)
	50% user throughput (Mbps)
	95% user throughput (Mbps)

	Fixed TDD Conf#2
	20.6209
	0.121
	1.264
	2.395
	6.51463
	0.619
	0.849
	1.184

	Dynamic TDD 
	20.9099
	0.138
	1.442
	2.827
	7.93313
	0.615
	1.073
	1.491

	gain
	1.40%
	14.06%
	14.09%
	18.02%
	21.77%
	-0.60%
	27.41%
	25.88%


5. Conclusion
This contribution presented system level simulation results of dynamic reconfiguration of TDD UL-DL configuration in adaptation to traffic variation. 
With the dynamic TDD UL/DL reconfiguration, eNB can adaptively select the most appropriate downlink-uplink subframe ratio according to the amount of data waiting in uplink and downlink buffer so as to better balance the uplink and downlink traffic amount. In most cases, the resource utilization efficiency in both downlink and uplink by dynamic switching the transmission direction in the reconfigurable subframes can be further improved. 
The gain varies depending on the traffic parameters and the portions of DL and UL subframes reconfigurable into the other types as well as the time scale for reconfiguration. Meanwhile, there are also throughput losses in one direction in some cases due to more resources tended to another direction. Concrete performance gain or loss of flexible TDD in uplink or downlink is determined by the reference of fixed TDD UL/DL configuration, the traffic variation and concrete TDD configuration switching algorithm. 
It is noted that the uplink throughput will be also depending on the supported UL modulation order. This may lead to different results compared to the presented performance evaluation in this contribution in case (not all) the UEs are not supporting 64QAM UL modulation.
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Annex:
The system simulation parameters proposed for LTE_TDD_eIMTA evaluation in isolated cell scenario are summarized in Table A-1 and Table A-2.

Table A-1: System simulation parameters
	Parameter
	Values used for evaluation

	Scenarios
	Isolated outdoor Pico cell with 40m cell radius

	Traffic model
	FTP model 1 in 36.814:
  -- File size = {0.5, 2} Mbytes
  -- Poisson distributed with arrival rate λ
  -- Possible range of λ for DL: [0.25, 0.5, 1, 1.5, 2, 2.5, 5, 7.5] for 0.5 Mbytes, [0.06, 0.12, 0.25, 0.37, 0.5, 0.625, 1.25, 1.875] for 2 Mbytes 
  -- Number of UEs according to the simulated scenario
  -- A packet is randomly assigned to a UE with equal probability
  -- Independent traffic modelling for DL and UL per UE
  -- Ratio of DL and UL arrival rate = {1/1, 2/1, 4/1, 2/1}

	Evaluation metrics
	DL and UL metrics collected separately
Cell average packet throughput

UE average packet throughput

{5%, 50%, 95%} user throughput

	Time scale for reconfiguration
	Infinity, i.e. no reconfiguration
Reconfiguration every 10ms

	Reference TDD configuration
	TDD UL-DL configuration 0  -- for ratio of DL and UL arrival rate = {1/2}
TDD UL-DL configuration 1  -- for ratio of DL and UL arrival rate = {1/1, 2/1}
TDD UL-DL configuration 2  -- for ratio of DL and UL arrival rate = {2/1, 4/1}

	HARQ modelling
	Not modeled 

	Antenna configuration
	eNB: 1 Tx, 2 Rx  UE: 1 Tx, 2Rx

	Supported modulation 
	QPSK, 16QAM and 64QAM in UL & DL

	Adaptation method of DL/UL configuration 
	Select TDD UL/DL configuration according to UL/DL traffic ratio

	HARQ retransmission
	Not Modeled

	Set of TDD UL-DL configurations
	The seven TDD UL-DL configurations defined in Rel-8

	Small scaling fading channel
	Not modeled

	Special subframe configuration
	Configuration#8 (DwPTS:GP:UpPTS=11:1:2)

	Packet scheduling
	Round Robin

	Number of users per cell
	10

	Carrier frequency
	2 GHz

	System bandwidth
	10 MHz


Table A-2: simulation parameters for outdoor Pico

	Parameter
	Values used for evaluation

	Pico deployment
	single cell with a radius of 40 m

	Pico antenna gain
	5 dBi

	Pico antenna pattern


	2D, Omni-directional

	Pico noise figure
	13 dB

	Maximum Pico Tx power
	30dBm

	UE antenna gain
	0 dBi

	UE noise figure
	9 dB

	UE power class
	23 dBm (200 mW)

	Minimum distance 
between UE and Pico
	10 m

	Number of UEs per Pico cell
	10

	Shadowing standard deviation
	3dB for LOS and 4dB for NLOS

	Pathloss
	PL_LOS(R)=103.8+20.9log10(R)
PL_NLOS(R)=145.4+37.5log10(R)  For 2GHz, R in km
Case 1: 

Prob(R)=0.5-min(0.5,5exp(-0.156/R))+min(0.5, 5exp(-R/0.03))
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