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1 Introduction

The capability to allow two or more cells to independently and concurrently schedule transmissions to a UE using Single frequency dual carrier HSDPA (SF-DC HSDPA) or multipoint (MP-HSDPA) methods, has been studied in [1].

The MP-HSDPA users that get into the SF-DC mode of operation, gain from this scheme by the addition of a secondary leg for receiving downlink data. While this is beneficial for the MP-HSDPA users, if the scheduling algorithm is not well designed, MP operation may come at a cost to the non-MP users. Non-MP users are typically near to the cell-centre and cannot normally benefit from the MP-HSDPA operation. The scheduler in the network needs to take care that these non-MP users do not suffer higher contention for the scheduling resources in the cell due to the addition of the secondary MP-HSDPA legs, which are effectively new users in the cell serving the secondary leg. 
Since the MP-HSDPA WI now includes specifying HSDPA Multiflow Data Transmission where the cells may reside in different NodeBs, each NodeB will typically not be aware of the data rates served to its UEs by other NodeBs. 
Therefore, in order to assist the NodeB scheduler in ensuring fairness towards the non-MP users, there is a need to explore techniques for sharing information between NodeBs to mitigate the costs to the non-MP users which are typically the high throughput users and hence maintain the overall cell throughput while providing the gains to the cell-edge users that gain by getting into MP-HSDPA operation.
In this contribution we consider a scheme where the independent schedulers serving the MP-HSDPA users exchange throughput information that can be used to influence the scheduling cycles distributed between the MP-HSDPA and non-MP users to achieve scheduling fairness across all users at the network level.  We present simulation results showing the gains achieved by sharing throughput information in different deployment scenarios, including cases of uniform and non-uniform user loading across cells. Finally, we consider the specification impact of including signalling to support such scheduler assistance. 
2 Basic System Level Parameters
The following basic simulation assumptions (as in [3]) are used for the performance evaluation in the system.
	Parameters
	Comments

	Cell Layout
	Hexagonal grid, 19 Node B, 3 cells per Node B with wrap-around

	Inter-site distance
	1000 m

	Carrier Frequency
	2000 MHz

	Path Loss
	L=128.1 + 37.6log10(R), R in kilometers

	Penetration loss
	10 dB

	Log Normal Fading 
	Standard Deviation : 8dB

Inter-Node B Correlation:0.5

Intra-Node B Correlation :1.0

	Max BS Antenna Gain
	14 dBi  for 3-cell deployment



	Antenna pattern
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Mandatory – 3-cell deployment: 

                                                                      = 70 degrees,

                                                                 Am = 20 dB

	Number of UEs/cell
	1, 2, 4, 8, 16
UEs dropped across the system

	Channel Model
	PA3
Fading across all pairs of antennas is completely uncorrelated.

	CPICH Ec/Io
	-10 dB

	Total Overhead power
	30%

	UE Antenna Gain
	0 dBi

	UE noise figure
	9 dB

	Thermal noise density
	-174 dBm/Hz

	Maximum Sector

Transmit Power
	43 dBm 

	Soft Handover Parameters
	R1a (reporting range constant) = 6 dB,
R1b (reporting range constant) = 6 dB

	HS-DSCH 
	Up to 15 SF 16 codes per carrier for HS-PDSCH

-Total available power for  HS-PDSCH and HS-SCCH is 70% of Node B Tx power, with HS-SCCH transmit power being driven by 1% HS-SCCH BLER

	HS-DPCCH 
	9 slot CQI delay

CQI estimation noise may be added

	Number of H-ARQ processes
	6

	Maximum active set size
	3

	Traffic
	Bursty Traffic Source Model

1. File Size: Truncated Lognormal,  
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 , Mean = 0.5 Mbytes, STD = 0.1805 Mbytes, Maximum = 1.25 Mbytes (Traffic Profile 2)
Inter-arrival time: Exponential, Mean = 5 seconds

	OCNS
	OCNS=0, namely all cells transmit at full power only when they have data. 

	Candidate Schemes
	SF-DC Aggregation

	DL Scheduling
	· Baseline MP-HSDPA operation: Independent PF scheduler

· The scheduler at each cell is independent without any information exchange. 

· MP-HSDPA operation with Throughput Sharing:

· The schedulers that serve the MP-HSDPA users coordinate by utilizing the throughput information exchanged between two cells. 
· Each cell’s scheduler computes a priority metric: Rreq, i/ Rserved,i for each user ‘i’ where Rreq, i is the requested data rate based on CQI, Rserved,i is the average served rate by that particular cell..
· For the non-MP users, since every UE is served by a single cell, Rserved,i  is the throughput from that cell. 
For MP users, Rserved,i  is revised as Rserved,i,1 + Rserved,i,2 where Rserved,i,1 is the throughput received by MP-HSDPA user from serving cell and Rserved,i,2  is the throughput received by MP-HSDPA user from secondary serving cell. 

	Number of MAC-ehs entities
	There is only one Mac-ehs entity at the UE. 

	RLC layer modeling
	Ideal

	Iub Flow control modeling
	Ideal 

	HS-DPCCH Decoding
	Ideal 

	MP-HSDPA   UE capabilities
	All MP-HSDPA UEs are capable of 15 SF 16 codes and 64QAM for each cell 

Percentage of MP-HSDPA capable UEs : 100% 

Baseline operation is with legacy UEs. SF-DC operation is with 100% SF-DC capable UEs having Interference suppression.

	Legacy UE capabilities
	Single Rx LMMSE (Type 2)

	UE distribution 
	Two cases are considered.

1. Uniform UE distribution: UEs uniformly distributed within the system.
2. Non-Uniform UE distribution: The Node-B in the centre are loaded more than the neighboring cells. The loading ratio is 3:1 for centre cells vs other neighboring cells.

	Secondary serving cell
	The secondary strongest cell in the UE active set, based on path loss and shadowing, is the secondary serving cell. 


3 Simulation Results
We now present system simulation results for Intra+Inter NB SF-DC multipoint transmission. We have performed simulations for the traffic profile as mentioned in section 2 and provide results for the uniform and non-uniform loading scenarios. 
Before we look at the results for specific scenarios, we first present some assumptions that are common to all subcases below:

· UEs that are enabled for SF-DC operation (i.e. being served simultanesouly by two cells) are selected on following basis:

· Pathloss of the UE with respect to the strongest link is greater than a defined threshold. 

· Difference in pathloss between the strongest link and the second best serving link is less than a certain defined threshold.

3.1.1 Burst Rate Gains for the uniform loading scenario
We present burst rate for all users in the cell with the PA3 channel for the balanced loading scenario.
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Figure 1 User Burst Rate (1 UE/cell) Uniform Loading
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Figure 2 User Burst Rate (2 UE/cell) Uniform Loading
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Figure 3 User Burst Rate (4 UE/cell) Uniform Loading
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Figure 4 User Burst Rate (8 UE/cell) Uniform Loading
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Figure 5 User Burst Rate (16 UE/cell) Uniform Loading
The following figure shows average burst rate gains for all UEs for different values of user loading in the cell, for PA3 channel. 
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Figure 6 Average Burst Rate Gain vs User Loading
3.1.2 Burst Rate Gains for the non-uniform loading scenario
We present burst rate for all users in the cell with the PA3 channel for the non-uniform loading scenario.
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Figure 7 User Burst Rate (1 UE/cell) Non-uniform Loading
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Figure 8 User Burst Rate (2 UE/cell) Non-uniform Loading
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Figure 9 User Burst Rate (4 UE/cell) Non-uniform Loading
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Figure 10 User Burst Rate (8 UE/cell) Non-uniform Loading
[image: image12.emf]User Burst Rate (16 UEs/Cell)

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

10 100 1000

User Burst Rate (bps)

CDF

Baseline

SF-DC Tput Sharing


Figure 11 User Burst Rate (16 UE/cell) Non-uniform Loading
The following figure shows average burst rate gains for all UEs for different values of user loading in the cell, for PA3 channel. 
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Figure 12 Avg Burst Rate Gain for all UEs vs User Loading

The following figure shows average burst rate gains for UEs in the centre cells for different values of user loading in the cell, for PA3 channel. 
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Figure 13 Centre Cell UEs Avg Burst Rate Gain vs User Loading
3.1.3 Impact of periodicity of exchange of throughput information
We present the burst rate gains for all users when the periodicity of the throughput information exchanged between the cells is varied in different scenarios. The following scenarios are considered:
1. Uniform loading scenario with 2 users per cell with throughput exchange periodicity being Instantaneous, 10 ms and 200 ms. 
Non-uniform loading scenario with 4 users per cell with throughput exchange periodicity being Instantaneous and 1 s. 
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Figure 14 User Burst Rate Gain with varying delay of Tput Sharing (Uniform Loading)
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Figure 15 User Burst Rate Gain with varying delay of Tput Sharing (Non-uniform Loading)
It is evident from the results that increasing the periodicity of the throughput exchange yields similar gains as compared to the case when the throughput is exchanged instantaneously. The periodicity of throughput exchange has a direct bearing on the processing at the RNC and the backhaul usage. System designers can therefore choose the appropriate periodicity of exchange considering the tradeoff between the backhaul and network processing constraints vs effectiveness on overall fairness achieved by throughput sharing.
3.1.4 Specification impact
In order to achieve the improvements in user burst rate shown in the preceding sections, it is necessary for each scheduler to know the data rate served to each user by the other NodeBs. Two methods could be considered for making this informaton available at each NB:

· UE feedback. The UE could report to each NodeB the throughput it receives from each other radio link. 
· This method has the advantage of no extra processing at the RNC and no load on the backhaul (Iub). 

· The throughput information could be signalled by:

· Modifying an existing channels to carry the throughput information, for example re-using certain CQI fields on the HS-DPCCH. 

· Using a higher-layer signalling message.
· Defining a new physical feedback channel to carry the throughput information.
· Iub signalling between NodeBs via RNC.  
· This mechanism has greater impact on the processing at the RNC and the backhaul usage, but avoids air interface impact.
4 Conclusions

In this paper, we have shown that significant burst rate gains (in range of 10%-25% for different cell loading scnearios) are achievable by sharing of throughput information related to the different NodeBs serving a UE in a MP HSDPA system.
We propose that signalling be introduced to enable each NodeB to know the throughput provided by other NodeBs to each UE. 

Further study is needed to determine whether this is best accomplished by air interface signalling from the UEs (either physical layer or higher layers) or by network interface signalling between the NodeBs. Note, however, that the performance gains appear to be relatively insensitive to the delay / update rate of the signalling. 
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