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1 Introduction

At the RAN1#66bis meeting, the issues on CSI feedback for single-point/MU-MIMO operations were discussed and it was decided to continue evaluations on these aspects until RAN1#67.
In this contribution, we continue the discussions on CSI feedback for DL MU-MIMO. Two methods to enhance the CSI feedback have been identified [1]:
· Method-1: to reduce codebook quantization errors;

· Method-2: to use multiple RI/PMI/CQI reports.
The first method has advantages to support SU-MIMO and MU-MIMO in a common framework. In this contribution, we mainly focus on the Method-1. Note that the feedback schemes mentioned are implicit feedbacks (i.e. precoder feedbacks) if not otherwise stated.

2 CSI feedback enhancements for DL MIMO

In the next sections, we will discuss codebook and MU-CQI aspects as potential options for DL MIMO enhancements.
2.1 Codebook enhancements
It is well perceived that Cross Polarized Antenna (CPA) has higher priority than the Uniform Linear Antenna (ULA) in the context of CSI feedback enhancement for DL MIMO. During the standardization of Rel-10 8-Tx codebooks, the dual-codebook structure was used as design principle for CPA-based codebooks. Thus, the dual-codebook structure may be re-used in 2-Tx/4-Tx codebooks to maximize the achievable benefits for the CPA configuration. It is also possible not to reuse any legacy codebooks, which however requires a much higher standardization efforts. Hence, we suggest that:
Propose 1: The dual-codebook structure of Rel-10 8-Tx codebooks is reused in design of 2-Tx/4-Tx codebook enhancements, especially for CPA configuration.
In current specification, only implicit feedback is defined and the reported PMI only indicates the direction component of channel, without indicating the amplitude component. Under these assumptions, there are mainly three alternatives for 2-Tx/4-Tx codebook enhancements:
· Alt-1: Reuse Rel-10 8-Tx design principle, i.e. DFT/GoB based dual-codebook structure [2][3];
· Alt-2: Reuse Rel-8 4-Tx codebook as the long-term/wideband component matrix in dual-codebook structure [4].

· Alt-3: Reuse Rel-8 4-Tx codebook as the short-term/subband component matrix in dual-codebook structure. Adaptive codebook also has a dual-codebook structure, which is the product of the long-term/wideband matrix and the short-term/subband matrix. It is suitable for implicit feedback since the feedback vector/matrix is used as precoder.
In Fig. 1 of Appendix, we compare the different alternatives in terms of quantization error performance. More details in simulation setup can be found therein. The simulation results show that all schemes have less quantization errors than the Rel-8 4-Tx legacy codebook. Furthermore, both Alt-2 and Alt-3 outperform Alt-1, while Alt-3 has the best performance among the various schemes. Since Alt-2 and Alt-3 share the same aspect that both of them reuse Rel-8 4-Tx codebook as one of the two matrices in the dual-codebook structure. Thus we propose that:

Proposal 2: Consider reusing Rel-8 4-Tx codebook as one of the two matrices in the dual-codebook structure designed for Rel-11.

Considering that Alt-1 also has some advantages, since it eases the codebook design by reusing Rel-10 8-Tx DFT/GoB design principle, although its achievable performance may not be the best when compared to other alternatives, as shown in Fig. 1 of Appendix.
Proposal 3: From the perspective of minimizing standardization efforts, reuse of Rel-10 8-Tx DFT/GoB-based design principle for 2-Tx/4-Tx codebook enhancements can be considered, if its achievable performance satisfies the requirements of Rel-11.

2.1.1 Considerations on Alt-3
2.1.1.1 Qquantization for channel covariance matrix
In adaptive codebook design, we need to quantize the channel covariance matrix or the square root of channel covariance matrix for constructing the long-term/wideband feedback component in the dual-codebook structure [5]. There are mainly two approaches to quantize channel covariance matrix:

· Per-element quantization: The quantization is done independently for each element of channel covariance matrix;

· Eigen vector quantization: The quantization is based on eigen vectors [6].
Per-element quantization seems having a larger overhead than eigen vector quantization. In 4-Tx/2-Rx case, for instance, there are 10 elements in channel covariance matrix, which means even if each element is quantized by 2 bits for per-element quantization, there will be 20 bits in total. By contrast, for eigen vector quantization the total feedback overhead is only 6 bits with our proposed quantization based on eigen vectors to be introduced next. Considering the feedback overhead issues, we prefer the eigen vector based quantization method.
In the remaining part of this section, we will provide more details on eigen vector quantization.
2.1.1.2 Eigen vectors based quantization
The channel covariance matrix can be represented by eigen vectors:
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where 
[image: image2.wmf]2

i

s

 are the eigen values ordered in a deceasing manner, 
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 are the corresponding eigen vectors, while M is the rank of the covariance matrix R and is an integer equal to the smaller value among the number of Tx antennas and the number of Rx antennas. Since the channel amplitude information is not needed in the current feedback framework, only the relative instead of absolute eigen values are required.
Let us use the 4-Tx/2-Rx case as an example. If M is set to 2, the channel covariance matrix with relative eigen values is:
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Re-use of legacy codebooks:

Since the legacy codebooks are all unitary codebooks, the eigen vectors can be selected from the legacy codebook as unitary vectors. This means that eigen vectors based quantization can completely re-use legacy codebooks.

Feedback overhead:
There are four orthogonal subsets and four code vectors in each subset in Rel-8 4-Tx codebook [7]. If we fix 
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 is 4 bits, and the feedback overhead of 
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 is only 2 bits. Moreover, if 0 bit is used for the relative eigen value 
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, the overhead can be further reduced. As seen in Fig. 1 of Appendix, Alt-3 can already provide a sufficiently good performance with the configuration of 0-bit relative eigen value. Therefore, a total of only 6 bits need to be fed back in the eigen vector based quantization scheme.
Disirable codebook properties:

Generally speaking, four desirable properties should be considered in codebook design [8]:
· unitarity;

· nesting;

· constant modulus;

· constrained alphabet.
As in this contribution we mainly discuss rank-1 codebook, we only analyze the properties of constant modulus and constrained alphabet. More specifically, constant modulus is supported in eigen-vectors based adaptive codebook through normalization. For constrained alphabet, with the configuration of 0-bit relative eigen value, the selected code vector can be represented as:
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where 
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 is a selected short-term/subband code vector. The symbols taken in the calculation are modulated by 8PSK, although the final code vector may contain symbols of other modulation options. Thus, we can use the expanded formula (i.e. the right-hand side of Eq. (3)) to calculate SINR, instead of using the final code vector (i.e. the left-hand side of Eq. (3)). This can also help to reduce the computational complexity.
2.1.2 Comparison of Alt-2 and Alt-3 with eigen vector quantization
In Table 1, we summarize the comparison between Alt-2 and Alt-3 with eigen vector quantization. It can be seen that 
Table 1: Comparison between Alt-2 and Alt-3 with eigen vector quantization.
	
	Alt-2
	Alt-3
(with eigen vector based quantization)

	Dual-codebook structure
	Short-term/subband×long-term/wideband, i.e. W2×W1
	Long-term/wideband×short-term/subband, i.e.W1×W2

	Standardization efforts
	New codebook for W2 needs to be defined
	No new codebook needs to be defined

	Overhead of long-term/wideband feedback
	3 bits(*)
	6 bits

	Constant Modulus
	Support
	Support

	Constrained alphabet
	Slightly larger number of alphabets, e.g. 
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	Smaller number of alphabets (subject to expansion)


(*) Derived from [4].
Based on the above discussions, Alt-3 is preferred:
Proposal 4: Consider defining channel covariance matrix quantization as the long-term/wideband feedback.

Proposal 5: Consider defining a codebook based on eigen vector quantization for channel covariance matrix quantization.

2.2 MU-CQI
For MU-MIMO, a UE should report rank-restricted CSI to facilitate the eNB in searching for the pairing UE. For SU-MIMO, it is preferred that UE reports non-rank-restricted CSI to achieve the multiplexing gain as well. To benefit from dynamic switching between non-rank-restricted SU-MIMO and rank-restricted MU-MIMO, the SU-MIMO report and MU-MIMO report should be combined, for example by the multi-component feedback [4]. Thus, at least a CQI representing the SINR for rank-restricted feedback should be reported, which is the nominal MU-CQI. We recommend defining additional MU-CQI for MU-MIMO, especially for supporting dynamic switching between SU-MIMO and MU-MIMO.

Proposal 6: MU-CQI may be reported by UE in MU-MIMO.
3 Conclusion
In this contribution, we analyzed the quantization and MU-CQI aspects for codebook enhancement in Rel-11. Our recommendations are as follows:
Propose 1: The dual-codebook structure of Rel-10 8-Tx codebooks is reused in design of 2-Tx/4-Tx codebook enhancements, especially for CPA configuration.
Proposal 2: Consider reusing Rel-8 4-Tx codebook as one of the two matrices in the dual-codebook structure designed for Rel-11.

Proposal 3: From the perspective of minimizing standardization efforts, reuse of Rel-10 8-Tx DFT/GoB-based design principle for 2-Tx/4-Tx codebook enhancements can be considered, if its achievable performance satisfies the requirements of Rel-11.

Proposal 4: Consider defining channel covariance matrix quantization as the long-term/wideband feedback.

Proposal 5: Consider defining a codebook based on eigen vector quantization for channel covariance matrix quantization.

Proposal 6: MU-CQI may be reported by UE in MU-MIMO.
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5 Appendix
5.1 Quantization accuracy experiments
The channel for cross polarized antennas can be generated by the method of [3]. 

The quantization error e is calculated as [5]:
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where 
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 denotes the selected precoder. In fact, here this formula represents the quantization error for main eigen vector(s).

The CPA configuration for the 4-Tx/2-Rx example scenario was considered, where and 0-bit relative eigen value 
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 are assumed in the simulations, Further, there are two sets of X antennas. The overall antennas configuration is X X->X. Hence the spatial correlation matrices at BS and MS are:
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where 
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 is the correlation factor between two sets of X antennas, and it is variable.
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Fig. 1: Comparison of quantization errors.
The DFT-based 4-Tx codebook in Alt-1 re-uses the design principle of Rel-10 8-Tx with 16x oversampling rate and QPSK phases between polarizations. For simplicity, the long-term/wideband property of W2 in Alt-2’s 4-Tx codebook is not exploited in this experiment. As well, the long-term/wideband property of W2 in 4-Tx adaptive codebook is also not exploited in this experiment. The channel covariance matrix is selected by the correlation metric:
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where 
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 is selected from codebook of channel covariance matrix.
From Fig. 1, we can see that Alt-3 has best performance, while all the three alternatives outperform the Rel-8 4-Tx codebook. It reflects that the adaptive codebook with eigen vector based quantization is better than Alt-2 from the perspective of quantization accuracy.
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