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1. Introduction
The CoMP study item is closed, and it is concluded that [1]:

The work for specifying CoMP support in Rel-11 should focus on

· Joint transmission

· Dynamic point selection, including dynamic point blanking

· Coordinated scheduling/beamforming, including dynamic point blanking
In this contribution, we present our considerations on the three listed CoMP schemes.
2. Consideration on DL CoMP schemes
Joint transmission

· Coherent joint transmission provides significant performance gain

During the study item, most of the companies evaluated coherent joint transmission and gave positive results. The conclusions “CoMP can offer performance benefits in homogeneous networks (scenarios 1 and 2)” and “CoMP shows performance benefits in heterogeneous networks (scenarios 3 and 4)” is conditioned on the fact that “CoMP” refers to “coherent joint transmission”. Otherwise, the conclusion itself is doubtful, i.e., it is hard to reach such a conclusion without assuming coherent joint transmission. It is rather strange to conclude on one thing and proceed with another thing. Moreover, it can be seen that joint transmission provides significant gain in all 4 evaluation scenarios.
· Additional feedback due to coherent joint transmission

For the implementation of coherent joint transmission in FDD, relative phase adjustment between coordinated transmission points is necessary to ensure coherent combining of the signals. An inter-point phase information reporting is needed to facilitate the adjustments. A few bits, e.g., 2 bits may be sufficient for each subband. Thus, the extra overhead is marginal. For TDD, the inter-point phase information reporting is not needed to implement coherent joint transmission due to channel reciprocity.
In order to implement multi-user joint transmission properly, the relative amplitude information between different transmission points is needed to calculate precoding weight properly. In TDD, the relative information could be obtained through channel reciprocity; however, it is possible that SRS transmission power changes in successive transmission opportunity, which results in relative amplitude information mismatch between uplink and downlink. UE reporting CQI for each point is helpful in resolving this problem [3]. In FDD, the relative amplitude information could be reported by UE. Instead of reporting relative amplitude information directly, per-point CQI feedback could also be used to provide such information. Per-point CQI feedback, which way is more like legacy CQI despite it is needed for each point, can be applied in both TDD and FDD. 
· Frequency and time synchronization

A major concern about the implementation of coherent joint transmission is the strict frequency and time synchronization requirements, since UE needs to receive signal from multiple points simultaneously. The time synchronization error consists of two parts: errors due to device and errors due to propagation path difference. These two parts have the same impact on performance. Time synchronization error could be avoided by selecting coordinating set properly. Besides, it is pointed out in [2] that, frequency synchronization errors can be neglected if CoMP is implemented using current state of the art technologies.
· Backhaul

Backhaul requirement of coherent joint transmission is high, since packet data, CSI and scheduling information should be available at cooperating points.

Dynamic point selection

· Performance gain

As to DPS, there was not much study on it during the study item. DPS provides marginal gain according to evaluation results provided in Appendix. DPS provides little gain in scenario 1 and 2. It is only meaningful to apply it in scenario 3 and 4.
· Additional feedback due to DPS

Relative phase and amplitude information is not needed for DPS. DPS could be implemented by either network centric or UE centric manner. In terms of network centric manner, UE reports channel status for each point in the measurement set uniformly, and transmission point is selected by network according to the reporting. The reported information could also support coherent joint transmission if extra relative phase information is provided. In UE centric manner, UE selects the preferred transmission point and reports the corresponding channel status as well as the point indicator. However, it is risky that network loses its control on actual transmission.
· Frequency and time synchronization
The requirements on frequency and time synchronization of DPS are on the same order of joint transmission. The nature of DPS is that transmission point of PDSCH could be dynamically changed. From UE’s perspective, the received PDSCH could be from any point within the cooperating set, it is impossible for UE to change its state of frequency synchronization dynamically. Therefore, frequency offset between points in cooperating set should be maintained as low as that of coherent joint transmission.
Despite PDSCH may be transmitted from any points, PDCCH may be transmitted from one or more fixed points. That is, transmission points of PDCCH and PDSCH may be different. This would required that the time synchronization error between the PDCCH point and PDSCH point are within the length of cyclic prefix, otherwise, inter-symbol interference will deteriorate the performance severely. Such requirements could also guarantee the performance of coherent joint transmission.
· Backhaul

Requirement on backhaul is the same as that of joint transmission.

CS/CB

· Performance gain

Gain of CS/CB is medium. If coherent joint transmission is support in the specification, CS/CB could be implemented at the network without additional requirements. 
· Time and frequency synchronization

Time and frequency synchronization requirement is loose, since UE does not need to receive signal from other cooperating points.
· Backhaul

The packet data is needed at cooperating points, therefore, the requirement on backhaul connection is medium.

From the above analysis, we prefer to focus on coherent joint transmission and CS/CB in the standardization of LTE Rel-11.
3. Conclusions

In this contribution, we present our considerations on DL CoMP transmissions schemes as summarized in Table 1, and our preference is to focus on coherent joint transmission and CS/CB.
Table 1: Summary of DL CoMP schemes
	
	Joint transmission
	DPS
	CS/CB

	Performance gain
	High
	Low
	Medium

	Feedback overhead
	High
	High
	High

	Requirements on frequency and time synchronization
	High
	High
	Low

	Backhaul requirement
	High
	High
	Medium

	Application scenario
	1, 2, 3, 4
	3, 4
	1, 2, 3, 4

	Relative phase info.
	Need
	Not need
	Not need

	Relative amplitude info.
	Need
	Not need
	Need
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5. Appendix

In this appendix we present our evaluation results on DPS. The simulation assumptions follow those used in Phase 1 and Phase 2 evaluations, and details are given in Table 4 and Table 5.
In each subframe, a transmission point is selected for each UE according to instantaneous channel condition. Each point then makes scheduling decisions independently. Both SU-MIMO and MU-MIMO are evaluated. Results for scenario 1, 3 and 4 are summarized in Table 2 and Table 3. From the given results, we can observe that:
· DPS could hardly provide any gain in scenario 1.

· DPS could provide marginal cell edge gain in scenario 3 and 4.

Table 2: Simulation results of scenario 1
	CSI configuration
	Transmission Mode
	Average Spectrum Efficiency (bps/Hz)
	5% Cell edge UEs Spectrum Efficiency(bps/Hz/user)
	Average SE Gain over baseline
	5% cell edge UEs  SE Gain over baseline

	Single-point
	SU-MIMO
	2.72
	0.090
	0.00%
	0.00%

	
	MU-MIMO
	3.50
	0.114
	0.00%
	0.00%

	Intra-site
	SU + DPS
	2.71
	0.090
	-0.22%
	1.05%

	
	MU + DPS
	3.50
	0.115
	0.08%
	1.45%


Table 3: Simulation results of scenario 3/4
	UE distribution
	CSI configuration
	Transmission Mode
	Average Spectrum Efficiency (bps/Hz)
	5% Cell edge UEs Spectrum Efficiency(bps/Hz/user)
	Average SE Gain over baseline
	5% cell edge UEs  SE Gain over baseline

	Config 1
	Single-point
	SU-MIMO
	8.51
	0.051
	0.00%
	0.00%

	
	
	MU-MIMO
	9.70
	0.063
	0.00%
	0.00%

	
	Intra-cell
	SU + DPS
	8.44
	0.054
	-0.90%
	5.53%

	
	
	MU + DPS
	9.65
	0.071
	-0.48%
	12.31%

	
	Intra-site
	SU + DPS
	8.46
	0.054
	-0.69%
	5.99%

	
	
	MU + DPS
	9.66
	0.071
	-0.36%
	11.94%

	Config 4b
	Single-point
	SU-MIMO
	8.30
	0.058
	0.00%
	0.00%

	
	
	MU-MIMO
	11.32
	0.073
	0.00%
	0.00%

	
	Intra-cell
	SU + DPS
	9.91
	0.061
	-0.57%
	5.24%

	
	
	MU + DPS
	11.25
	0.079
	-0.62%
	8.74%

	
	Intra-site
	SU + DPS
	9.89
	0.062
	-0.78%
	6.45%

	
	
	MU + DPS
	11.27
	0.078
	-0.44%
	6.80%


Table 4: Simulation assumptions for scenario 1
	Parameter
	Assumption 

	Scenario
	Scenario  1

	Deployment model
	Homogeneous deployment

	
	Zero backhaul latency

	
	Hexagonal grid, 19 macro sites, 3 sectors/site

	Coordination area
	Intra-site: 3 intra-site cells

	Traffic model
	Full buffer

	UE speeds of interest
	3 km/h

	Bandwidth
	10 MHz

	Carrier frequency
	2 GHz

	Control OFDM symbols per RB pair
	3

	Max number of HARQ retransmissions
	4

	Channel model
	3GPP Case 1 SCM UMA

	Transmit power
	Macro site: 46dBm

	Number of antennas (Macro, RRH)
	(4, 2)

	Number of UE antennas
	2

	Number of UE per macro cell
	10

	Antenna configuration
	TX: cross-polarized ±45°
RX: cross-polarized ±45°

	Receiver 
	MMSE option 1

	Propagation delay
	Modeled

	Timing error
	0 us

	Feedback type
	SRS and out-of-coordination-area interference feedback

	Period of SRS transmission
	10ms

	Link adaptation
	Non-ideal

	Scheduler
	Proportional fair in time and frequency

	Maximum number of co-scheduled UEs
	One or two

	SRS channel estimation modeling method
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	SRS transmission
	TDM between co-located macro cells

	UL/DL configuration
	1, DSUUD 

	Antenna calibration error
	(0.5dB, 5 Degree) for Tx point and UE, (0dB, 5 Degree) for inter-point

	Overhead
	TDD frame configuration 1, during one half frame: 1 MBSFN DL subframe, 1  non-MBSFN DL subframe, 1 special subframe.

- MBSFN DL subframe: 2 PDCCH symbols, 12 RE/RB DMRS.

- non-MBSFN DL subframe: 3 PDCCH symbols, 12 RE/RB DMRS, 2 CRS ports.

- special subframe: 11 DwPTS symbols, 2 PDCCH symbols, 6 RE/RB DMRS

Total overhead:  29.5%


Table 5: Simulation assumptions for scenario 3 and 4

	Parameter
	Assumption 

	Scenario
	Scenario  3/4

	Deployment model
	Heterogeneous deployment with low Tx power RRHs

	
	Zero backhaul latency

	
	Hexagonal grid, 19 macro sites, 3 sectors/site, 4 RRHs/sector

	Coordination area
	Intra-cell: 1 cell with N low-power nodes as starting point

Intra-site: 3 intra-site cells with 3 * N low-power nodes

	Traffic model
	Full buffer

	UE speeds of interest
	3 km/h

	Bandwidth
	10 MHz

	Carrier frequency
	2 GHz

	Control OFDM symbols per RB pair
	3

	Max number of HARQ retransmissions
	4

	Channel model
	Macro to UE: ITU UMA

	
	RRH to UE: ITU UMI

	Transmit power
	Macro site: 46dBm; RRH: 30dBm

	Number of antennas (Macro, RRH)
	(2, 2)

	Number of UE antennas
	2

	Number of UE per macro area
	Config 1: 25; Config 4b: 30

	Antenna configuration
	TX: cross-polarized ±45°
RX: cross-polarized ±45°

	Receiver 
	MMSE option 1

	Propagation delay
	Modeled

	Timing error
	0 us

	Feedback type
	SRS and out-of-coordination-area interference feedback

	Period of SRS transmission
	10ms

	Link adaptation
	Non-ideal

	Scheduler
	Proportional fair in time and frequency

	Maximum number of co-scheduled UEs
	1 / point, 2 / point

	SRS channel estimation modeling method
	

	SRS transmission
	TDM between co-located macro cells

	UL/DL configuration
	1, DSUUD 

	Antenna calibration error
	(0.5dB, 5 Degree) for Tx point and UE, (0dB, 5 Degree) for inter-point

	Threshold for measurement selection
	20 dB

	Max number of point in measurement set
	4

	Overhead
	TDD frame configuration 1, during one half frame: 1 MBSFN DL subframe, 1  non-MBSFN DL subframe, 1 special subframe.

- MBSFN DL subframe: 2 PDCCH symbols, 12 RE/RB DMRS.

- non-MBSFN DL subframe: 3 PDCCH symbols, 12 RE/RB DMRS, 2 CRS ports.

- special subframe: 11 DwPTS symbols, 2 PDCCH symbols, 6 RE/RB DMRS

Total overhead:  29.5%











