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1
Introduction
In RAN1#65 meeting, CoMP study has reached an agreement that CoMP can provide gain in homogeneous network,[1]. Most companies provided their simulation results to show CoMP gain assuming ideal transport network among eNB and CoMP transmission points. However, in real deployment, transport network cost is highly depend on the exact requirements so it is important to understand the tradeoff between transport network capability and the gain from different CoMP technologies.

In this paper, we analyze the impact to CoMP performance from transport network capability and provide some guidelines on the transport network requirements for achieving CoMP gains. Main focus is on transport latency as we see this as the most important parameter; in general low latency networks also provides high network capacity. 
2 Latency analysis of transport network for CoMP
Assuming a network topology, as illustrated in Figure 1, with a single central CoMP processor and an interface between CoMP processor and transmission points based on IQ samples of the baseband signal, then the main issue for latency is the delay from transporting base band signal between RRU and BBU.
HARQ processing time

With current LTE design RRU-BBU transmission delay is included in the so called eNB HARQ processing time which is set to 3 ms from receiving last sample of the current TTI until scheduling grant for retransmission (DL) or ack/nack (UL) needs to be transmitted. As the 3 ms includes not only the transport delay but also all needed processing in the eNB, this is a very serious constraint for the transport network latency.
For downlink, non-synchronous HARQ is supported and scheduling of retransmission can be delayed if needed, but if all HARQ process is pending for a certain UE due to backhaul delay, this UE can not handle new DL data transmission and this will lead to a loss in achievable throughput (see figure 2 for DL HARQ processing diagram).
In uplink, HARQ is synchronous only, so to keep backwards compatibility uplink transport should have limited delay. It is of course possible to do a forced retransmission but that would lead to an overall loss in spectral efficiency and/or added latency in the air interface. 
Proposal: Enabling CoMP in the network should not change HARQ timing and agreed eNB processing times.

Scheduling latency
One of the major advantages of LTE is the low scheduling latency, basically data can be prioritized from TTI to TTI to insure proper QoS for all types of data, and in this way urgent data packets can be delivered with very low latency if needed. Assuming non-negligible delay in the BBU-RRU interface this would increase the minimal latency achievable and thus deteriorate one of the most important performance metrics for LTE.

Additionally, same as close-loop MIMO, many CoMP algorithms rely on up to date information about the radio channel towards the served users. Adding delay in the BBU-RRU interface will increase the delay from measurement to transmission. This will degrade the performance gain from CoMP, for a quantitative example see the section on performance evaluation.

Proposal: Enabling CoMP in the network should not degrade the minimal achievable air interface latency.
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Figure 1 Transport network topology with centralized CoMP processor, and the HARQ process diagram
3 CoMP Performance and CSI delay
As mentioned above increased latency in the RRU-BBU transport network will impact a number of performance metrics. In this section we consider in particular the impact of delayed availability of CSI for some well-known CoMP schemes. 
In earlier studies we have already shown the how delayed CSI impact the spectral efficiency in case of a CS/CB CoMP scheme [4]. The conclusion for that particular CoMP scheme was that CoMP gains are lost when CSI delay is increased beyond 20 ms.
In the following we consider the impact of delayed availability of CSI for a coherent joint transmission scheme as described in detail in [3]. Using standard RAN1 simulation assumptions (for details see appendix) we have simulated the performance under different assumptions for feedback delay. Please be noted that such modeling is just part of the impact from transport latency therefore the results can be considered as upper bound CoMP performance under high latency transport networks. The outcome of the simulation in terms of key performance metrics, UE average and cell edge throughput, are plotted in Figure 2.

The performance numbers illustrate that even with the low UE speed used for this scenario (3km/h) the performance is rather sensitive to feedback delay. Significant performance degradation is seen already when the delay reaches 20 ms and at 50 ms performance is severely impacted.

We can thus conclude that spectral efficiency of coherent joint transmission is impacted if the CSI delays are increased too much due to the high latency transport network. Other CoMP schemes, such as cell aggregation (non coherent joint transmission) is more robust towards increased CSI delay as these schemes targets inter-cell load balancing instead of precoding and interference cancellation gains.
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Figure 2 UE average and cell edge throughput for different feedback delays.
4 Cell aggregation CoMP and transport networks
In the previous section we analyzed the impact to system performance from introducing additional transport latency in between transmission points and the CoMP processor. One key assumption was that the interface between transmission points and CoMP processor is designed for base band signal samples. However there are other options worth considering, especially in the case where reduced transport network capability is taken into account.
The main problem with increased transport latency was that transport latency was added on the feedback loops used in the LTE physical layer. However if the interface is made in the layers above these loops, such as RLC, it is possible to increase transport latency without sacrificing the HARQ processing time or minimal scheduling latency for all the users.
The cell aggregation concept, proposed in [2], is a design principle which can support multiple CoMP schemes, and such framework adapts easily to the situation where the coordination is done above the MAC layer not involving physical layer and scheduling. This is because scheduling and physical layer procedures in cell aggregation are, as a starting point like in carrier aggregation, handled independently for different cells. In the case that low latency transport is available, coordination between schedulers etc can be added for enhanced performance (see the illustration in Figure 3).

With cell aggregation the limit on the tolerable transport latency is increased from the 1ms which can maximally be allowed with centralized CoMP architecture to 10 ms. Increasing this limit allows CoMP operation over a wider variety of transport networks. Still for users which need very low latency data transmission it maybe needed to avoid CoMP transmission to reduce delays.
Proposal: CoMP based on the R10 carrier aggregation function split and architecture enables CoMP schemes which are tolerant to transport latency among transmission points.
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Figure 3 Illustration of how different transport network architectures works for different approaches to CoMP.
5 Conclusions
In this contribution, we have analyzed how transport network capability for the BBU-RRU interface impacts the performance. It was found that it is very challenging to introduce additional latency on the BBU-RRU interface as this conflict with current design decisions on HARQ timing and the requirement that LTE supports low latency transmission for data requiring that.

It was also shown that delaying CSI due to additional delay in transport network will reduce performance significantly for CoMP schemes relying on accurate CSI such as coherent joint transmission. This indicates that such CoMP schemes should be avoided for deployments with non-negligible transport latency and also suggests that additional flexibility on HARQ timing would not be helpful because the extra CSI delay anyway reduces the achievable gains.
Finally we showed that cell aggregation is a CoMP framework which adapt well to transport networks with non-negligible latency. In the case where high performance transport network is available coordination between the schedulers can be introduced and thus further improve performance.
These conclusion leads to the following proposals that we suggest 3GPP agrees upon as further design guidelines for CoMP functionality in the LTE specification.

Proposal: Enabling CoMP in the network should not change HARQ timing and agreed eNB processing times.

Proposal: Enabling CoMP in the network should not degrade the minimal achievable air interface latency.

Proposal: CoMP based on the R10 carrier aggregation function split and architecture enables CoMP schemes which are tolerant to transport latency among transmission points.
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Appendix: simulation assumption
	Parameter
	Value

	System BW
	10 MHz (600 active sub-carriers,  50 PRBs)

	Collaboration area (CA)
	3 cells from intra-site 

	Channel model
	3GPP Case1 , 3D antenna tilting (15°), SCM UMa (High Spread)

	Antenna configuration　
	cross-polarized

	Traffic model
	Full buffer

	Antenna number
	4 TX per cell
2Rx at UE side

	Channel estimation  for Decoding
	Realistic

	Channel estimation for Feedback
	Ideal

	UE receiver
	According to R1-110586
MMSE option1

	HARQ
	Adaptive and asynchronous, non-blanking HARQ (default).

	
	8 SAW channels per CW with ideal Chase combining @ UE (LTE-A)

	Scheduling Scheme
	Proportional fair

	CSI reporting delay and period
	Delay: 2/5/8/20/50 ms, Period: 10 ms

	Feedback
	Un-quantized main Eigen vector for each subband(3 PRBs)

	User per cell 
	10

	RS Overhead
	Same overhead assumed for JP and single cell

	PDCCH overhead
	3 OFDM symbols per TTI.

	Rank Adaptation
	Rank Adaptation Enabled
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