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1
Introduction
As part of the UE category attributes, the number of soft channel bits has been defined in [1]. The number of soft channel bits represents the total size of the LLR buffer the UE must support, which has to be subdivided in order to support each active TB the UE may receive. It needs to be decided how to do this partitioning in carrier aggregation cases. In this contribution, we give our views on this topic. 
2
Discussion
2.1
UE Categories
The UE categories are currently defined [1]. The DL category attributes are shown in Table 1. 
Table 1: Downlink physical layer parameter values set by the field ue-Category
	UE Category
	Maximum number of DL-SCH transport block bits received within a TTI
	Maximum number of bits of a DL-SCH transport block received within a TTI
	Total number of soft channel bits
	Maximum number of supported layers for spatial multiplexing in DL

	Category 1
	10296
	10296
	250368
	1

	Category 2
	51024
	51024
	1237248
	2

	Category 3
	102048
	75376
	1237248
	2

	Category 4
	150752
	75376
	1827072
	2

	Category 5
	299552
	149776
	3667200
	4

	Category 6
	301504
	149776 (4 layers)

75376 (2 layers)
	3667200
	2 or 4

	Category 7
	301504
	149776 (4 layers)

75376 (2 layers)
	3667200
	2 or 4

	Category 8
	2998560
	299856
	35982720
	8


2.2
Soft buffer partitioning proposals
For HARQ operation, the UE needs to store LLRs for every ‘active’ transport block. By active transport block we mean one that had been already received but not successfully decoded by the UE.  The number of active transport blocks may vary; however, the dynamic reconfiguration of the soft buffer partitioning is difficult to support in the UE implementation. Therefore, a semi-static partitioning should be assumed.  The semi-static partitioning should consider the number of carriers and the number of MIMO codewords on each carrier. 
2.2.1 Previous proposals

The following proposals have been made previously: 
1.  Equal partition among carriers [4]
Equally divide the number of soft buffer bits among carriers 
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The main advantage of this scheme is simplicity. 

The disadvantage is that for small BW carriers, parts of the allocated soft buffer may be wasted, since it is not guaranteed that the maximum TB size times 3 is equal or larger than the allocated soft buffer size for that TB.  Since the Turbo code rate is 1/3, a soft buffer allocation greater than 3 times the maximum number of information bits is wasteful. Another disadvantage is that the principle of  “Single CC performance shall not be degraded compared to Rel-8” is not maintained for lower UE categories.   
2.  Equal partition among TBs [3]
MIMO dependent partitioning among carriers. Equally divide the number of soft channel bits among TBs. 
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This scheme uses resources more efficiently than scheme #1 in the sense that MIMO carriers get more resources than non-MIMO carriers.  

A disadvantage, similar to scheme #1, is that for small BW carriers, parts of the allocated soft buffer may be wasted, since it is not guaranteed that the maximum TB size times 3 is equal or larger than the allocated soft buffer size.   

Another disadvantage is that changing the transmission mode from MIMO to non-MIMO or vice versa on any of the CCs will result in a soft buffer repartition, which may result in resetting all HARQ instances on all CCs.  Note that soft buffer corruption is not handled gracefully at the physical layer because the UE cannot request the retransmission of the systematic bits. 

3.  BW proportional partition among carriers [5]
Divide the number of soft buffer bits among carriers proportional to the BW and maximum number of MIMO layers on each carrier. 
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This scheme avoids wastage of soft buffer bits since smaller BW carriers will be given fewer soft buffer bits.  

However, this scheme doesn’t consider control channel limitations. The control channel in smaller BW carriers cannot support as many simultaneous scheduled UEs as larger BW carriers. It would be desirable to be able to allocate all DL RBs to a single UE in a small BW CC, which is allowed by schemes #1 and #2 but is not allowed in general by scheme #3
4.  Discarding receiver [7]
Use the same rate matching as in Rel-8 on the eNB side. The UE equally partitions its soft buffer among interlaces and discards the LLR for which it has not memory upon each decoding failure. 
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5.  Interlace partitioning (overbooking) [10]
This option is equivalent of the Rel-8 TDD handling of 
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 cases.  It limits the total number of interlaces that can be used simultaneously on all carriers for HARQ operation. The soft buffer partitioning for each TB is identical to the Rel-8 partitioning. 
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This option is only applicable to UE Category less than or equal to 5 and UE Category 6 and 7 with 4 supported MIMO layers.  

If the eNB wants optimum HARQ performance from the link efficiency perspective, the eNB makes sure that across all carriers, no more than 
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 HARQ interlace is outstanding. This requires some cooperation among CCs at least for the optimum operation. If the eNB wants to optimize peak data rate performance then it can use all interlaces but it should set the target number of transmissions on every interlace low.  
There is a chance of discrepancy between the eNBs knowledge of the number of active HARQ interlaces and the status at the UE, due to HARQ feedback decoding errors but again, this is the same as in the Rel-8 TDD case. 
A small variation of this scheme, with a modification only in the TDD operation, is applying the following equation 
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The main advantage of this scheme is that it represents the smallest change relative to Rel-8. 

When the eNB controls the first Tx BLER to around 10% then the probability of occupying 8 interlaces is low, even if there are multiple carriers. 
6.  Combined partitioning [10]
This option is the combination of schemes #5 and #6

The eNB signals two parameters for each configured CC: 

· 
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, relative ‘weight’ of the CC in the soft buffer partitioning. For example, 
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· 
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, the number of assigned interlaces on the given CC, with 
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The soft buffer allocation is according to the following equations
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Note that the above equation could be modified to include the BW or maximum number of MIMO layers for each carrier as well, as additional weight factors. In that case, the range of explicitly indicated relative weight factors 
[image: image17.wmf])

(

c

n

w

 could be reduced. 

If the eNB wants optimum HARQ performance from the link efficiency perspective, the eNB makes sure that on a carrier, no more than 
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 HARQ interlace is outstanding.  If the eNB wants to optimize peak data rate performance than it can use all interlaces but it should set the target number of transmissions on every interlace low.  

The main advantage of this scheme is its adaptability and overall optimum operation. 

The required signalling payload is 2 bits for 
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 and 3 bits for 
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 giving 5 bits total per configured CC. 
It should be decided whether any specification is needed on how the UE should handle the cases when there is not enough soft buffer to accommodate all outstanding transmissions. Like in the case of TDD, such specification may not be necessary. 

It is not expected that the UE would dynamically reallocate buffers among a set of CCs unless the soft buffer size per TB is equal among the candidate carriers within the set.  
To ease implementation complexity, some other restriction should also be adopted, which reduce the number of supported signalled cases to a sensible set.  For example, a restriction of 
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 should be adopted. 

2.3 Simulation results and discussion
In email discussions following RAN1#64, from the above mentioned options, the following three solutions were identified for soft buffer partitioning in LTE Release 10. 

· Equal partitioning where rate matching performed at eNB ensures that UE has enough soft buffer resources to save LLRs of any transmitted information

· Discarding where the rate matching at eNB is performed assuming that the soft buffer is allocated to only one carrier. However, in case of decoding failure, the UE stores LLRs assuming that the soft buffer is split equally across carriers, TBs and HARQ processes and discards the remaining LLRs.
· Overbooking where the rate matching at eNB is performed assuming that the soft buffer is allocated to only one carrier. The soft buffer at UE is assumed to be split into M equal chunks (M is the number of interlaces corresponding to one carrier). When the number of undecoded TBs is < M, all LLRs corresponding to that TB are stored in the UE soft buffer. However, when the number of undecoded TBs is greater than M, UE discards all the LLRs corresponding to that TB. 
Based on the considerations similar to those provided in [7] we feel that rate matching assuming a single carrier is desirable. We hence focus here on the overbooking and discarding approaches. 
2.3.1
Performance with Reduced BW in Retransmissions
We compared the soft buffer partitioning method described in [7] (“Discarding”) to the method described in this contribution (“Overbooking”). 
The simulation assumptions are given in Table 1 below. 

Table 1 Simulation Assumptions 
	Parameter
	Open-loop versus closed loop precoding

	Transmission Bandwidth
	2x20MHz

	Channel Model
	TU with 3 km/h and, 30 km/h

	Number of Tx antennas x number of Rx antennas
	2 x 2

	UE Category
	4

	Receiver Type
	Linear MMSE

	Allocation Size 
	On CC1: 

100RB on initial Tx

50RB or 70RB or 100RB on reTx

On CC2: 

1RB 

	BLER correlation b/w CC1 and CC2
	Correlation Model 1:  100% correlation
Correlation Model 2:  0% correlation

	Transmission mode
	4

	Number of Control Symbols
	1

	CQI/Precoding feedback errors
	Quantized feedback, no other errors modeled

	Channel Estimation
	Practical

	Interference Estimation
	Perfect


Note that in the simulations, almost all data is scheduled on only one of the carriers. This is in accordance with the principle agreed at RAN1#63b: 
· Single CC performance shall not be degraded compared to Rel-8

Since only one CC was simulated, some model was needed for the retransmission events on the other CC as it relates to the number of occupied HARQ instances. 

We used two different models: 

· Correlation Model 1:  100% BLER event correlation in time between CCs

· Pessimistic model for Overbooking
· No impact on Discarding performance
· Correlation Model 2:  0% BLER event correlation in time between CCs

· Optimistic model for Overbooking
· No impact on Discarding performance
· Realistic for inter-band aggregation

Note that the two separate correlation models need not be applied to evaluate the performance with Discarding, since its performance is invariant to CC correlation. 

For retransmissions, we simulated three different cases: 

1. BW is reduced by 50% for retransmissions

2. BW is reduced by 30% for retransmissions

3. BW is not reduced for retransmissions

Note that BW reduction for retransmissions is an effective way of preserving DL resources, reducing inter-cell interference and allowing other unserved users getting scheduled. 
The simulation results are shown in Figures 1 through 6. 
Note that in each figure, curves with ‘*’ markers correspond to 10% initial BLER target, while curves with ‘o’ markers correspond to 30% initial BLER target. 
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Figure 1  TU 3 km/h, 50% BW for retransmissions
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Figure 2  30 km/h, 50% BW for retransmissions
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Figure 3  3 km/h, 70% BW for retransmissions
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Figure 4  30 km/h, 70% BW for retransmissions
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Figure 5  3 km/h, 100% BW for retransmissions

[image: image29.emf]5 10 15 20 25 30

0

20

40

60

80

100

120

SNR (dB)

Throughput (Mbps)

20 MHz + 20 Mhz, TU 2x2 30 Kmph, Retx = 100%BW

Initial BLER Target *=10% o=30%

 

 

Unlimited buffer

Discarding at UE

Overbooking Correlation Model 1

Overbooking Correlation Model 2

Unlimited buffer

Discarding at UE

Overbooking Correlation Model 1

Overbooking Correlation Model 2


Figure 6  30 km/h, 100% BW for retransmissions

We observe that the relative performance depends on the eNB scheduling strategy.  When the eNB reduces the BW for retransmissions, it is still possible to maintain the throughput for the target user when the overbooking proposal is used. This can be verified by comparing the curves in Figures 1, 3, 5, or in Figures 2, 4, 6.  The reason for this is that almost every time; the 2nd transmission succeeds, even with the reduced BW. As noted, such BW reduction is beneficial because it preserves DL resources.  In the reduced BW scenarios, the discarding approach proposed in [7] doesn’t work well because of the loss in stored LLR information due to the soft buffer limit being enforced per HARQ interlace.

If the adopted solution features no configurability then we propose to adopt the method that doesn’t reduce the per interlace soft buffer size (overbooking). If the adopted solution features a configurable 
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 parameter then the better of the two methods can always be employed. 
2.3.2
Performance with fixed MCS (RAN4 test case)

It has been mentioned in [11] and in connection with [12] that overbooking could result in performance loss when the MCS adaptation is imperfect due to either CSI reporting delay or CSI inaccuracy. We evaluated this aspect with utilizing the RAN4 FRC test scenario. This had been selected due to the following reasons: 

· The fixed format reference channel models worst case feedback performance, therefore if overbooking had some disadvantage, it should be observable in this case

· If RAN4 was to evaluate the soft buffer partitioning options, as was proposed before, they would probably utilize this or a similar setup 

The test cases considered by RAN4 for demodulation performance evaluations are fixed MCS tests where no data is transmitted on subframe #5. In Fig. 7, we show the performance of the different soft buffering techniques with 7 HARQ processes, which approximates the performance trend with no data on subframe 5, as specified for the RAN4 tests. The performance curves are for Rank 2 transmission with 64QAM rate ¾ and 16QAM rate ½ with 2 control symbols and 86 RBs allocated to data.  
In Figure 7, we see that overbooking performance is the same as with discarding in the high SNR cases and it is better than discarding in the low SNR cases. It should be noted that with overbooking, system capacity can be further improved with assigning smaller allocations in retransmissions.
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Figure 7: Performance with 7 HARQ processes

2.3.3
Performance with Interference Variations across Subframes

Some concerns were raised in email discussions following RAN1#64 about performance of overbooking in presence of interference variations [11]. In Fig. 8 and Fig. 9 we present some simulations results for discarding and overbooking approach.  The simulation setup is identical to that specified in Table 1 however we model an on/off interferer on each interlace. The interference for each HARQ interlace is assumed to be independent but correlated across subframes within an interlace. Within an interlace we model the interference using a Markov model. We assume that interferer stays in the same state with probability p and switches state with probability 1-p. We use p=0.9 is these simulations. In Fig. 9 the interferer power is either 0 db or 6db while in Fig. 10 the interferer power is either 0 db or 10dB. The SNR on the x-axis denotes the SINR when the interferer is at 0dB.

In these results we see that for 6dB interferer overbooking and discarding have similar performance but with 10dB interference level discarding has a visible performance loss.
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Figure 8: TU 2x2 30Kmph, Interferer switches between 0dB and 6dB
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Figure 9 TU 2x2 30Kmph, Interferer switches between 0dB and 10dB
2.3.4
Summary of simulation results
We see that overbooking performs quite well in the different scenarios considered above when the UE is allocated on both carriers on all subframes. The simulations above did not consider smart eNB implementations that could detect, for example, using ACK/NACK, when overbooking at UE leads to packet drops and deals with that accordingly. We also showed that discarding operation has a performance loss when we reduce retransmission bandwidth.
In typical operating conditions the BW may need to be shared with other users in which case the eNB could chose to schedule the UE on fewer number of subframes/ carriers, which is suited to overbooking. With discarding approach, to avoid discarding of LLRs the eNB would need to schedule the UE on multiple subframes with smaller allocation instead of large allocation on fewer subframes leading to increased control usage. Overbooking is also advantageous for example for UEs served by relays as the relay would be using some subframes to listen to backhaul transmissions and won’t be transmitting to the UE. Similar arguments apply when TDM partitioning is employed for example to support Heterogeneous networks or when the network uses MBSFN subframes and UE is being served using CRS based transmission modes.
In addition to the performance advantages, overbooking is simpler to implement at the UE, easier to test and requires fewer spec changes. Based on the simulations results and the above considerations we propose that overbooking be adopted as the soft buffer partitioning approach for LTE Release 10.
3
Conclusions 

In this contribution, we have provided our views on the soft buffer partitioning methods for CA. We proposed that overbooking  (Interlace partitioning - approach #6) should be supported as it avoids unnecessary LLR discarding at UE in situations not targeting peak rates and has reasonable performance in the considered scenarios targeting the peak rate. Other approaches, if supported, should be in addition to overbooking. 
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