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1
Introduction

The capability to operate on a shared or common resource on both the downlink and uplink in CELL_FACH state was introduced via the Enhanced CELL_FACH (Rel-7) and EUL in CELL_FACH (Rel-8) features. Furthermore, the DRX capability was introduced in CELL_FACH in Rel-8. The combination of these features allowed for mobiles to remain in the Cell_FACH state longer i.e. without transiting to "more dedicated" states while also allowing for power consumption saving. In particular, once these enhanced features get deployed, "always on" type services like Push to talk over cellular (PoC), Push email and VPN connections, which transmit frequent but small packets between the UE and server, could be supported in CELL_FACH state without the need to enter the CELL_DCH state. 

With the explosion of smartphone traffic in UMTS networks, it is now important to focus on improving link efficiency, user experience and system capacity in CELL_FACH states. In this contribution, we highlight some further enhancements that could be introduced to CELL_FACH in Rel-11 to meet this purpose.
2
Further Enhancements to CELL_FACH Operation

We identify below some key enhancements to CELL_FACH operation that can further enhance the system performance and user experience of smartphone users in CELL_FACH state:
· Enabling HS-DPCCH transmissions based on downlink activity in a timely manner
· Balancing coverage and high data rates on the uplink via simultaneous or concurrent support of 2ms and 10ms TTI in the same cell in CELL_FACH state

· Benefit from implicit load balancing on the downlink and uplink by introducing DC-HSDPA in CELL_FACH state

· Introduce NodeB based mechanisms to load balance both the downlink and uplink of single carrier devices 
· Reduce signaling overhead related to state transitions from CELL_FACH state by allowing for longer DRX cycles (comparable to DRX cycles in CELL_PCH). This in turn allows the UE to stay longer in CELL_FACH and could avoid the need to camp in CELL_PCH, if UE battery life performance is further improved in CELL_FACH due to the longer DRX cycles.
· Techniques to mitigate uplink interference in CELL_FACH state such as 

· Inter-Cell Interference Control via common E-RGCH

· Inter-Cell Interference Cancellation (IC-IC)

· Overload control of low priority devices in CELL_FACH

· Downlink cell edge improvement via TxAA extension for Non-MIMO feature

3
HS-DPCCH in CELL_FACH
The HS-DPCCH channel is critcial to support efficient downlink transmission on the HS channels. In the absence of channel quality information (CQI) and downlink ACK/NACK information, blind retransmissions on the HS channel lead to significant loss in HSDPA throughput [1], [2] and highly inefficient utilization of the HS resources.

As of Rel-8, the transmission of HS-DPCCH is possible in CELL_FACH in an opportuinistic manner only when the UE has data to send on the E-DCH. In most of the cases, when the HS-DPCCH is sent, there may be no downlink data to send, and hence in that case, the HS-DPCCH is of little or no use. Also, the opportunity to schedule data on the HS channel efficiently happens only after a contention resolution period has elapsed from the time the UE began transmitting an E-DCH in CELL_FACH. In other words there is a delay incurred from the time the UE sends the first PRACH preamble to the time the NodeB detects the E-RNTI of the UE, after which the HS-DPCCH transmissions become relevant for the purpose of downlink scheduling on the HS channel. Furthermore, when the DL transmissions on the HS channel do not overlap with the UL transmissions on E-DCH, the HS transmissions will happen as in Release 7 via blind retransmissions in the absence of ACK/NACK or CQI information. 

Based on these limitations, the following characteristics are desirable:

· HS-DPCCH transmissions should be triggered based on downlink activity rather than uplink activity

· The latency in enabling HS-DPCCH transmissions in response to downlink activity should be minimized
In order to demonstrate the benefits of the above points, we perform a simple analysis below.
3.1
TTI Utilization Benefits due to HS-DPCCH in CELL_FACH

In the following, we perform a first order analysis of four popular applications assuming that these applications were mapped to operate in the CELL_FACH state.  The metric of interest is the amount of 2ms TTIs utilized on the downlink for the entire transmission of the application data assuming three modes of operation:
· Mode 1: CQI is always absent

· This serves as a lower bound on HS performance in CELL_FACH state

· Mode 2: CQI is always present

· This serves as an upper bound on HS performance in CELL_FACH state

· Mode 3: CQI is absent for first CQI_DELAY milliseconds of a data burst. CQI is present for the rest of the burst and for CQI_EXPIRY_DELAY milliseconds after completion of the data burst.
· This would correspond to a more realistic implementation of HS-DPCCH in CELL_FACH. The challenge then would be to minimize CQI_DELAY as soon as the data burst arrives in the NodeB queue. 

· In fact, the existing Rel 8 HS-DSCH procedure in CELL_FACH can be mapped to this model, where CQI_DELAY is a random variable that depends on uplink activity.
· Note that in this mode of operation, the closed loop effects of uplink transmissions in response to downlink transmissions have not been modeled. In other words, the analysis does not explicitly capture the effect of overlapping downlink/uplink transmission. 

· The parameter CQI_EXPIRY_DELAY provides a key tradeoff between downlink and uplink performance. It corresponds to reserving the uplink transmission for longer than required (thereby leading to a higher probability of blocking of common E-DCH resources) while allowing for the possibility to immediately efficiently serve the user as soon as a downlink data burst arrives within a short interval of time after the previous data burst, due to the availability of CQI.
· Mode 4: HS_SCCH order is sent to trigger CQI. CQI is available after CQI_DELAY milliseconds. Data is not transmitted in absence of CQI. CQI is present for the duration of burst and for CQI_EXPIRY_DELAY milliseconds after completion of burst.
· Note that once, the CQI is available, it essentially behaves like Mode 2. Hence we also evaluate an additional metric for this mode
· Number of TTIs elapsed before beginning transmission
We further assume the following:

· If CQI is absent, data is sent at 320 bits per TTI. Re-transmitted  3 times for diversity.
· If CQI is present, data is sent at TBS_in_presence_of_CQI bits per TTI. This parameter abstracts out the quality of the radio link and the dynamic scheduling that results as a function of varying channel quality.
The applications considered in this analysis are:

· Background email

· VPN

· Instant Messaging (IM)

· Web-browsing
In the following sub-sections, we present plots to highlight the varying degrees of burstiness of the different applications. We follow up with a section summarizing the main results. For detailed breakdown of analysis for each application, please refer to the Annex.

3.1.1 Application Profiles: Downlink Data Arrival at RNC vs. Time

3.1.1.1
Background E-mail
[image: image1.emf]
Figure 1: Background E-mail: Downlink Data Burst Arrivals at RNC as a function of time
3.1.1.2
VPN

[image: image2.emf]
Figure 2: VPN: Downlink Data Burst Arrivals at RNC as a function of time
3.1.1.3
Instant Messaging (IM)
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Figure 3: IM: Downlink Data Burst Arrivals at RNC as a function of time
3.1.1.4
Web-browsing

[image: image4.emf]
Figure 4: Web-browsing: Downlink Data Burst Arrivals at RNC as a function of time
3.1.2
Summary of Analysis

In the following, the metric “Number of TTIs utilized” refers to the total number of TTIs in which there is some downlink transmission.
Table 1: Number of TTIs utilized and Amount of Reduction in TTI Utilization relative to Mode 1
	Application
	Mode 1
	Mode 2
	Mode 3
	Mode 4

	Background Email
	1360
	56 to 61                                   95%
	191 to 835                              39% to 86% 
	~110                  92%    

	VPN
	332
	9 to 11                                97%
	31 to 126                          62% to 91% 
	~10 to 20                  94% to 97%       

	IM
	2560
	186 to 188                      92%
	512 to 1945                    24% to 80%
	~260 to 330                  87% to 89% 

	Web-Browsing
	309472
	2621 to 6588                 98% to 99%
	4239 to 25212                92% to 99%
	~2000 to 8000                 97% to 99%    


We would like to point out that a significant part of the TTI utilization of Mode 4 arises from transmission of HS-SCCH orders. As one might expect, the TTI utilization of Mode 4 when considering HS-DSCH transmissions alone will be similar to that of Mode 2 since in both Modes, HS-DSCH transmission is carried out only in the presence of CQI. Since HS-SCCH orders consume far less power than HS-DSCH transmissions, Mode 2 and Mode 4 can be considered to be similar from a power consumption perspective.

Table 2: Benefits of sending CQI in a timely fashion in Mode 3
	Application
	TBS in presence of CQI [bits]
	CQI_DELAY = 60ms
	CQI_DELAY = 10ms
	Reduction in TTI Utilization %

	Background Email
	5000
	835
	195
	~77%

	
	40000
	834
	191
	

	VPN
	5000
	126
	42
	~67%

	
	40000
	124
	40
	

	IM
	5000
	1945
	515
	~74 %

	
	40000
	1944
	512
	

	Web-Browsing
	5000
	25212
	12881
	49%

	
	40000
	23854
	10089
	58%


4
Simultaneous support of 2ms and 10ms TTI E-DCH operation in CELL_FACH

In Rel-8, the EUL in CELL_FACH feature, all the common E-DCH resources can either be configured on 2ms TTI or on 10ms TTI. This is restrictive in the sense that for the sake of ensuring a larger RACH coverage, networks would be inclined to configure 10ms TTI. This in turn enforces a data rate limitation on users with large power headrooms and the benefits of 2ms TTI cannot be availed. On the other hand if the network were to configure the common E-DCH resources with 2ms TTI, then users with low power headroom would not avail the benefits of improved coverage performance due to 10ms TTI. 

Based on the above, it would be preferable to introduce the option to broadcast a partition of common E-DCH resources on 2ms TTI and a partition of common E-DCH resources on 10ms TTI. The challenge then would lie in how to reliably make a decision on when to use a 2ms TTI or when to use a 10ms TTI common E-DCH resource. For this purpose, a few options exist:
· Decision is made in UE and is based on downlink UE measurements such as RSSI, or RSCP or path loss measurements relative to a threshold configured by UTRAN.

· Decision is made in NodeB based on measurements at the NodeB, eg. the received signal strength of the PRACH preamble and uplink load or noise rise conditions. The NodeB in turn would allocate a common E-DCH resource via E-AICH on either 2ms TTI or 10ms TTI. This requires that the UE monitor the entire set of E-AIs on the E-AICH irrespective of which partition from which the PRACH signature was selected.
5
DC-HSDPA in CELL_FACH

With the introduction of DC-HSDPA in CELL_DCH, the deployment of a second HSPA carrier creates an opportunity for network resource pooling as a way to enhance the user experience. The feature allows subscribers to enjoy increased downlink data rates, and reduced latencies due to the extra bandwidth.  While there are several types of latency reductions, the one the user will perceive most is improved application latencies.  Furtheremore, these gains can be observed throughout the cell coverage area.
In the case of CELL_FACH, while the need for improvement in burst rates may be less important for some applications (eg, Push email or VPN may not have that stringent latency requirements), it is still beneficial from a system perspective to utilize the available load across the two carriers (if a second HSPA carrier is deployed) in an efficient manner. In other words, if a carrier A gets instantaneously loaded relative to the other carrier B, the NodeB could schedule a packet to the UE in carrier B, even if the CQI of carrier B is less than CQI of carrier A. This is also referred to as load balancing across the two carriers.
On the other hand, the improved burst rates and hence latencies due to simulataneous HS transmissions  across a wider bandwidth (2 carriers) in CELL_FACH could help justify operating applications such as web browsing in the CELL_FACH state itself, without the need to transit to CELL_DCH.
Of course, the discussion above hinges on the assumption that HS-DPCCH in CELL_FACH as discussed in Section 3 (Downlink triggered and timely enough) is introduced in Rel-11.
A high level description of the DC-HSDPA operation in CELL_FACH is as follows:

· While UE is in CELL_PCH (with d-HRNTI), URA_PCH if the UE receives a PICH, or if a UE wakes up in it’s DRX cycle in CELL_FACH, it immediately begins to monitor HS-SCCH in each of serving and secondary serving HS-DSCH cells
· If the data in the NodeB buffer is very small, the NodeB may directly transmit HS-SCCH/HS-PDSCH to the UE in one of the carriers
· If the data in the NodeB is large, the NodeB sends an HS-SCCH order to UE to trigger transmissions of HS-DPCCH on the uplink
· The UE continues to monitor and receive data from both or either of the cells (identical to the DC-HSDPA procedure in CELL_DCH)

· Finally it releases the uplink resource once a data inactivity timer expires.

· There would be some minimal signaling impact on SIBs to indicate that either the left adjacent or the right adjacent carrier should be used for the purpose of dual cell operation.

5.1
Potential Enhancement to allow for dynamic uplink load balancing
Note that DC-HSDPA operation in CELL_FACH can also provide an additional benefit of dynamic uplink load balancing. For example, if a DC-HSDPA UE accesses on a particular frequency f1, it could be redirected by NodeB to transmit on the adjacent frequency f2, if the frequency is loaded at the time of access.
A high level description is as follows:

· UE is tuned to f1,f2 (has acquired SIB information on both carriers) on the downlink and performs random access on the uplink on f1.
· f1 is temporarily loaded on the uplink
· Upon detecting PRACH preamble, NodeB sends a redirection to f2 on E-AICH.
· In Rel-8, E-AICH value(s) were reserved for future use through partitioning.
· UE tunes to f2 on the uplink and initiates PRACH procedure on the uplink on f2
· f2 is now the anchor.
· UE continues to monitor downlink on both f1 and f2.
6
NodeB based Load Balancing in CELL_FACH

As discussed in the previous section, if a network has deployed multiple carriers, load balancing across the multiple carriers allows for efficient utilization of resources. Now, in the case of single carrier devices, we could still achieve a dynamic form of NodeB based load balancing at the time a UE makes a random access.

A few options exist:

Option 1:

· UE is tuned to f1 on the downlink

· At the time of access, it transmits a preamble on f1

· In the case NodeB receives the preamble and is loaded on f1 in the uplink, it could redirect the UE to f2 via E-AICH

· The UE then re-selects the same NodeB on f2 on the downlink, acquires SIBs, and then performs a random access on f2.

Option 2:

· The UE is tuned to f1

· At the time, the NodeB receives a data burst for the UE, f1 is quite loaded while f2 is not. In this case, the NodeB sends a redirection message via an HS-SCCH order to the UE to switch to f2.
· The UE then re-selects to the same NodeB on f2 on the downlink, acquires SIBs, performs a cell update, and is then ready to receive data on f2.

Note that even though there is an interruption in re-selecting another cell, the switch may still be worthwhile if the carrier prior to the switch was quite heavily loaded for a while.

7
Support of Longer DRX cycles in CELL_FACH
A very important system objective with regard to supporting low volume bursty data traffic in UMTS is to minimize signaling load caused by RRC state transitions. One option towards meeting such an objective is to avoid RRC state transitions to begin with. In other words, by setting the traffic volume measurement (TVM) thresholds and data inactivity timers appropriately, the probability of state transitions can be reduced significantly. 
In addition to optimizing TVM thresholds and data inactivity timers, an attractive option would be to allow low mobility UEs to camp in CELL_FACH for very long durations without the need to transit to other states. This in turn reduces the signaling load further that would otherwise be caused by RRC state transitions. If this option were adopted, then to make the battery life performance comparable to CELL_PCH, we would need to 
· Allow for longer DRX cycles beyond 320 ms. 
· Reduce the ON time of the DRX cycle burst (HS-DSCH Rx burstFACH)  of the order of 2ms.
An alternative option to the above is to instead allow the UE to seamlessly transition to Enhanced CELL_PCH at a certain time (eg, after a timer elapses), without signaling the state transition to Enhanced CELL_PCH. UE type B (listed in Table 3 below) already supports transition from Enhanced Cell_PCH to Cell_FACH without need for signalling.Hence,  UE type B will benefit from this alternative and continue to enjoy the battery life savings related to long DRX cycles in CELL_PCH while avoiding any signaling related to the state transition. It is expected that such an option will provide the same gains as the second DRX cycle in CELL_FACH.
In the following, we perform an analysis to measure the signaling load for 6 different UE types as described in Table 3.  Type 0, 1, 2, a, and b UEs are specification compliant corresponding to different Releases and UE capabilities. One new UE type is also evaluated:

· Type C UE is capable of a second DRX cycle in CELL_FACH

Table 4 lists the DRX parameters in both CELL_FACH and CELL_PCH that was assumed in this study.

Figures 5-10 illustrate the RRC state diagram for each of the 6 UE types along with the criteria to transition between states. The criteria is in terms of Traffic Volume Measurement thresholds or Data Inactivity timers. These thresholds and timers apply to either of the uplink or the downlink.
Table 3: Different UE Types and RRC States for the purpose of Signaling Load evaluation

	UE Type
	Release
	Supported RRC states in UTRAN
	UE capability
	UE’s camping state

	0
	6
	Idle, CELL_FACH, CELL_DCH
	Legacy FACH                      Legacy RACH,              
	Idle

	1
	7
	Idle, CELL_FACH, CELL_PCH, CELL_DCH
	Enhanced CELL_FACH, Legacy RACH
	Cell_PCH

	2
	8
	Idle, CELL_FACH, CELL_PCH, CELL_DCH
	CPC+                              Enhanced CELL_FACH +  Legacy RACH +          Enhanced UE DRX         (Single DRX cycle)
	Cell_PCH

	A
	8
	Idle, CELL_FACH, CELL_PCH, CELL_DCH
	CPC+                               Enhanced CELL_FACH +  EUL in CELL_FACH+ Enhanced UE DRX         (Single DRX cycle)
	Cell_PCH

	B
	8
	Idle, CELL_FACH, Enhanced CELL_PCH, CELL_DCH
	CPC+                                Enhanced CELL_FACH + Enhanced CELL_PCH +  EUL in CELL_FACH+ Enhanced UE DRX         (Single DRX cycle)

No signaling for the transition from Enhanced CELL_PCH to CELL_FACH
	Cell_PCH

	C
	11?
	Idle, CELL_FACH, CELL_DCH
	CPC+                               Enhanced CELL_FACH +  EUL in CELL_FACH+ Enhanced UE DRX          (Dual DRX cycle)
	Cell_FACH


Table 4: CELL_FACH and CELL_PCH DRX parameters

	DRX Parameters
	Value

	1st DRX Cycle in CELL_FACH
	320 ms

	T321
	400 ms

	2nd DRX Cycle in CELL_FACH
	1280 ms

	Inactivity Timer to trigger 2nd DRX cycle in CELL_FACH
	100 s

	PCH DRX Cycle
	1280 ms
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Figure 5: RRC State Transition for UE Type 0
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Figure 6: RRC State Transition for UE Type 1
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Figure 7: RRC State Transition for UE Type 2
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Figure 8: RRC State Transition for UE Type A
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Figure 9: RRC State Transition for UE Type B
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Figure 10: RRC State Transition for UE Type C
Table 5 lists the signaling load for the 6 different UE types and RRC state transitions Each state transition has 3 RRC messages, except the state transition from IDLE that has 20 messages. The analysis was performed on log data collected from  ~1000 smartphone users that were connected to a commercial NodeB in a busy hour.
As seen in Table 5, there is a significant savings (~80%)  in signaling load for UE type C even over UE type A which corresponds to a state of the art UE that is configured with HS, EUL and DRX in CELL_FACH.

Table 5: Signaling load for different UE types and RRC state transistions

	UE type 
	Feature
	Signaling Load            [messages per UE]
	Reduction in Signaling Load [%]

	0
	Rel. 6, no PCH
	189.23
	0

	1
	PCH, HS in CELL_FACH
	90.67
	52.08

	2
	HS and DRX in CELL_FACH
	58.47
	69.10

	A
	HS , EUL and DRX in CELL_FACH             Legacy PCH
	24.85
	86.87

	B
	HS , EUL and DRX in CELL_FACH         Enhanced CELL_PCH                                                No signaling allowed when UE transitions from Enhanced CELL_PCH to CELL_FACH
	15.07
	92.04

	C
	HS , EUL and DRX in CELL_FACH                        Dual DRX  cycles in FACH                                    No PCH
	5.29
	97.20


8
Uplink Interference Control in CELL_FACH
The lack of macro diversity or soft handover in CELL_FACH state can potentially lead to uplink interference at neighbor cells, especially if we expect hundreds of smartphones to camp in non CELL-DCH states (URA_PCH, CELL_PCH and CELL_FACH). 

A few observations can be made with regard to lack of macro-diversity in CELL_FACH:

· Cell reselection procedures in the non-cell DCH states (URA_PCH, CELL_PCH, CELL_FACH) are not that fast compared to serving cell change procedures in CELL_DCH. Hence, it is quite likely that when a UE initiates a transmission on the uplink in CELL_FACH, the serving cell need not be the strongest cell on the downlink. In the absence of any uplink imbalance between the serving and neighbor cell, the UE could cause interference to the neighbor cells. 

· Furthermore, even if the serving cell is strongest on the downlink, if an uplink imbalance were to exist i.e. uplink to neighbor cell is stronger than uplink to serving cell, an uncontrollable interference condition could happen at the neighbor cell.
· If we were to operate CELL_FACH in heterogeneous networks (mix of different power nodes), the interference issue can only worsen due to severe uplink imbalance between the macro and small cells

Hence, it is desirable to introduce some form of inter-cell interference control in the CELL_FACH state. In the following, we identify a few techniques to help solve this problem.
8.1
Inter-Cell Interference Overload Control

In CELL_DCH, due to the capability to be configured in soft handover, the dedicated physical channel E-RGCH was introduced on the downlink from both the serving and non-serving cells of the CELL_DCH UE’s active set. Two types of relative grants  (Serving and Non-Serving) were introduced in Rel-6. Below is a cut and paste of the description of these grants from Section 9.2.5.2.1 in 25.321:

-
Serving Relative Grant:
Transmitted on downlink on the E-RGCH from all cells in the serving E-DCH RLS, the serving relative grant allows the Node B scheduler to incrementally adjust the serving grant of UEs under its control. By definition, there can only be one serving relative grant command received at any one time. This indication can take three different values, "UP", "DOWN" or "HOLD".

-
Non-serving Relative Grant:
Transmitted on downlink on the E-RGCH from a non-serving E-DCH RL, the non-serving relative grant allows neighboring Node Bs to adjust the transmitted rate of UEs that are not under their control in order to avoid overload situations. By definition, there could be multiple non-serving relative grant commands received by MAC at any time. This indication can take two different values, "DOWN" or "HOLD".
Note that the E-RGCH information element corresponding to the Non-Serving relative grants from a cell are only configured in UEs for which the cell is a non-serving cell and is part of the UE’s active set.

In the case of CELL_FACH, due to the lack of soft handover, it is but natural to also allow CELL_FACH UEs to monitor the non-serving relative grant channel, in regions where the UE would have been in soft handover, had it been in CELL_DCH.
A high level description of how to extend this concept of overload control to CELL_FACH users can be as follows:

· The RNC broadcasts the PSCs of the neighbor cells (size of this set can be limited to a certain size) and a channelization code corresponding to a common E-RGCH intended to send relative grants to other cell users. 

· When the neighbor cell detects that the inter-cell interference component (that cannot be controlled) has crossed a threshold, it begins to send down commands on this common relative grant channel.
· The UE in parallel measures the path loss difference between serving cell and non-serving cell and if it is less than a threshold (configured by RNC), it begins to monitor this common E-RGCH (as configured in SIB) for the purpose of serving grant determination.

The above mechanism thereby achieves the goal of overload control of other cell interference in CELL_FACH state.

8.2
Inter-Cell Interference Cancellation (ICIC)
In addition to the simple method of controlling overload due to the other cell users as discussed in the previous sub-section, a more powerful technique could be to allow for cancellation of inter-cell interference.
The principle of uplink Inter-Cell Interference Cancellation (ICIC) in UTRAN for UEs in CELL_FACH state can be described as follows: 
· Since the UE transmits on one of the common E-DCH resources, the S-RNC could a priori provide the neighbor cells information of these common E-DCH resources and the PSCs of the neighbor cells. 
· The neighbor NodeB cell attempts to detect a PRACH preamble (derived from the PSCs of the neighbor cells) that is transmitted from the other cell UEs. 
· Once a PRACH preamble is detected, the neighbor NodeB cell could then perform a search around the timing of the detected preamble by testing for the scrambling codes corresponding to the common E-DCH resources. 
· Once the neighbor cell detects the scrambling code and it’s timing, it then attempts to decode the uplink channels associated with this scrambling code (DPCCH, HS-DPCCH, E-DPCCH, E-DPDCH) and cancel the UEs.

8.3
Introducing DTX operation in CELL_FACH

The DTX feature in CELL_DCH (also known as Continuous Packet Connectivity or CPC) was mainly introduced to minimize the impact of overhead of physical control channels or related signalling messages of packet data users for both real-time (e.g. VoIP) and non real-time services. It also helped towards improving battery life performance in CELL_DCH due to the fact that the UE does not transmit all the time.
A natural question then arises: Why not introduce the DTX operation in CELL_FACH?

In this section we investigate the benefit of DTX operation assuming that in steady state , there are always K simultaneous users transmitting on the common E-DCH resources and the remaining RoT is occupied by the CELL_DCH users. For sake of simplicity, let us assume that the common E-DCH users transmit only DPCCH. This serves as an upper bound towards the benefits of introducing DTX in CELL_FACH, since anything additional beyond DPCCH such as E-DCH or HS-DPCCH will only dilute the gains further.
Table 6 lists the system parameters assumed in this analysis. 
Table 6: Assumed system parameters in evaluation of RoT reduction due to DTX in CELL_FACH

	Parameter
	Value

	Target RoT [dB]                                                                              shared between CELL_DCH users and common E-DCH resources
	6

	DPCCH chip SNR per antenna [dB]
	-22, -20, -18

	Number of simultaneos transmissions on common E-DCH resources
	2, 4, 8, 16, 32

	DTX ON cycle
	6/24 (1 in 8 TTIs with 2 slot preamble and 1 slot postamble)


Table 7 summarizes the resultant RoT due to DTX operation in CELL_FACH for the different settings in Table 6. As can be seen in the table, for low number of users (up to 8), the reduction in RoT (from 6 dB) is quite small (< 0.5 dB) and even for the 16 simultaneous users case, the reduction is of the order of  0.5 dB for a DPCCH SNR = -20 dB.

Table 7: Resultant RoT due to DTX in CELL_FACH assuming DTX ON Duty Cycle = 1/4
	DPCCH SNR per antenna [dB]
	f
	Number of simultaneous transmissions on common E-DCH resources

	
	
	2
	4
	8
	16
	32

	-22
	0
	5.958961
	5.917531
	5.833466
	5.66029
	5.291735

	-20
	0
	5.935017
	5.869047
	5.734022
	5.450686
	4.821694

	-18
	0
	5.897156
	5.791818
	5.573151
	5.09973
	3.96269


Based on the above analysis, we can conclude that the reduction in RoT due to DTX operation is quite minimal if we were to introduce DTX operation in CELL_FACH.
9
RAN Overload Control of Delay Tolerant Devices in CELL_FACH

In Rel-10, RAN mechanisms were introduced to control core network overload caused by delay tolerant devices. However, discussions on RAN mechanisms to control RAN overload was deferred to Rel-11. In that regard, the existing RACH procedure has some limitations in spreading out the access load caused by a large group of delay tolerant devices in a small period of time. In [3], a mechanism is outlined to control RAN overload and the key aspects are summarized below:
· Spread low priority access attempts over time 

· Introduction of new ASC 8 for low priority devices

· Using a separate persistence value, backoff parameters and a configurable time between persistence checks, the low priority devices that are not barred via ACB, can be spread across time prior to starting an access preamble cycle

· Range of the new backoff parameters can be set to match the extended wait timer range being proposed in proposals based on RRC Connection Reject messages. 

· This is very useful in meeting the following requirements

· It shall be possible to reduce (quarter/half) hourly signalling peaks from recurring MTC applications 
· It shall be possible to spread over time signalling load of requests from all MTC Devices
· Reject by NodeB

· Rejecting access preamble via AICH at NodeB has the following advantages

· RRC signaling load is avoided since RNC is not involved

· Uplink resources are not wasted in transmitting RRC Connection Request message from multiple low priority UEs

· Only one bit is required to be transmitted on the downlink per access signature

· Rejection via RRC Connection Reject message is more expensive (involves transmission of a few 10s of bytes on both uplink and downlink).

· Access Class Barring:

· Reuse access class barring methods that exist today in UMTS

· Very useful in handling overload situations corresponding to the following:

· Devices that only power‑up/attach when they need to do something

· Failure of “M2M partner” network

· Control access in granularity of 10% of low priority devices

· Note that even though low priority devices are mapped to AC 0 -9, they are controlled via a separate ACB list and so the remaining devices are not affected by this level of access control

10
TxAA extension for Non-MIMO UEs in CELL_FACH

The TxAA extension for Non-MIMO UEs feature was introduced in Rel-9 for the CELL_DCH state. The key benefit being cell edge gains due to beamforming. Through the extension of TxAA fallback mode to non-MIMO UE, the TxAA fallback mode gains can even be realized for 1 Rx UEs, which would provide larger benefits from the MIMO deployments and investments as the usage of two BS Tx antennas could be broadened to many different devices.

Assuming that HS-DPCCH was introduced in CELL_FACH as discussed in Section 3, we would expect to see similar benefit in CELL_FACH thereby improving the link efficiency of the HS transmissions in cells where two antennas are deployed.
11
Conclusions

In this contribution, we have identified a few CELL_FACH enhancements with the aim of further improving link efficiency, user experience and system capacity in CELL_FACH states. It is proposed to begin a Rel-11 work item on these enhancements in RAN#52.
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Annex

In the following sections, we provide detailed statistics for the analysis performed on the various application profiles as described in Section 3.

13.1 
Background Email
Table 8: Background Email: Number of TTIs utilized to transmit the data bursts to the user in Mode 1

	Number of TTIs with DL transmission
	1360


Table 9: Background Email: Number of TTIs utilized to transmit the data bursts to the user in Mode 2

	TBS_in_presence_of_CQI [bits]
	Number of TTIs with DL transmission

	5000
	61

	10000
	57

	15000
	56

	20000
	56

	25000
	56

	30000
	56

	35000
	56

	40000
	56


Table 10: Background Email: Number of TTIs utilized to transmit the data bursts to the user in Mode 3, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	195
	373
	538
	716
	774
	835

	
	10000
	191
	369
	534
	712
	773
	834

	
	15000
	191
	369
	534
	712
	773
	834

	
	20000
	191
	369
	534
	712
	773
	834

	
	25000
	191
	369
	534
	712
	773
	834

	
	30000
	191
	369
	534
	712
	773
	834

	
	35000
	191
	369
	534
	712
	773
	834

	
	40000
	191
	369
	534
	712
	773
	834


Table 11:Background Email: Number of TTIs utilized to transmit the data bursts to the user in Mode 3, CQI_EXPIRY_DELAY = 50ms
	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	195
	373
	538
	716
	760
	821

	
	10000
	191
	369
	534
	712
	759
	820

	
	15000
	191
	369
	534
	712
	759
	820

	
	20000
	191
	369
	534
	712
	759
	820

	
	25000
	191
	369
	534
	712
	759
	820

	
	30000
	191
	369
	534
	712
	759
	820

	
	35000
	191
	369
	534
	712
	759
	820

	
	40000
	191
	369
	534
	712
	759
	820


Table 12: Background Email: Number of TTIs utilized to transmit the data bursts to the user in Mode 4, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	117
	117
	117
	117
	117
	117

	
	10000
	113
	113
	113
	113
	113
	113

	
	15000
	112
	112
	112
	112
	112
	112

	
	20000
	112
	112
	112
	112
	112
	112

	
	25000
	112
	112
	112
	112
	112
	112

	
	30000
	112
	112
	112
	112
	112
	112

	
	35000
	112
	112
	112
	112
	112
	112

	
	40000
	112
	112
	112
	112
	112
	112


Table 13: Background Email: Number of TTIs utilized to transmit the data bursts to the user in Mode 4, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	117
	117
	117
	117
	111
	111

	
	10000
	113
	113
	113
	113
	107
	107

	
	15000
	112
	112
	112
	112
	106
	106

	
	20000
	112
	112
	112
	112
	106
	106

	
	25000
	112
	112
	112
	112
	106
	106

	
	30000
	112
	112
	112
	112
	106
	106

	
	35000
	112
	112
	112
	112
	106
	106

	
	40000
	112
	112
	112
	112
	106
	106


Table 14: Background Email: Number of TTIs elapsed before starting transmission in Mode 4, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	280
	560
	784
	1064
	1344
	1624

	
	10000
	280
	560
	784
	1064
	1344
	1624

	
	15000
	280
	560
	784
	1064
	1344
	1624

	
	20000
	280
	560
	784
	1064
	1344
	1624

	
	25000
	280
	560
	784
	1064
	1344
	1624

	
	30000
	280
	560
	784
	1064
	1344
	1624

	
	35000
	280
	560
	784
	1064
	1344
	1624

	
	40000
	280
	560
	784
	1064
	1344
	1624


Table 15: Background Email: Number of TTIs elapsed before starting transmission in Mode 4, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	280
	560
	784
	1064
	1200
	1450

	
	10000
	280
	560
	784
	1064
	1200
	1450

	
	15000
	280
	560
	784
	1064
	1200
	1450

	
	20000
	280
	560
	784
	1064
	1200
	1450

	
	25000
	280
	560
	784
	1064
	1200
	1450

	
	30000
	280
	560
	784
	1064
	1200
	1450

	
	35000
	280
	560
	784
	1064
	1200
	1450

	
	40000
	280
	560
	784
	1064
	1200
	1450


13.2 
VPN
Table 16: VPN: Number of TTIs utilized to transmit the data bursts to the user in Mode 1

	Number of TTIs with DL transmission
	332


Table 17: VPN: Number of TTIs utilized to transmit the data bursts to the user in Mode 2

	TBS_in_presence_of_CQI [bits]
	Number of TTIs with DL transmission

	5000
	11

	10000
	10

	15000
	9

	20000
	9

	25000
	9

	30000
	9

	35000
	9

	40000
	9


Table 18: VPN: Number of TTIs utilized to transmit the data bursts to the user in Mode 3, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	42
	77
	107
	142
	111
	126

	
	10000
	41
	76
	106
	141
	110
	125

	
	15000
	40
	75
	105
	140
	110
	124

	
	20000
	40
	75
	105
	140
	110
	124

	
	25000
	40
	75
	105
	140
	110
	124

	
	30000
	40
	75
	105
	140
	110
	124

	
	35000
	40
	75
	105
	140
	110
	124

	
	40000
	40
	75
	105
	140
	110
	124


Table 19: VPN: Number of TTIs utilized to transmit the data bursts to the user in Mode 3, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	33
	56
	75
	98
	111
	126

	
	10000
	32
	55
	74
	97
	110
	125

	
	15000
	31
	54
	73
	96
	110
	124

	
	20000
	31
	54
	73
	96
	110
	124

	
	25000
	31
	54
	73
	96
	110
	124

	
	30000
	31
	54
	73
	96
	110
	124

	
	35000
	31
	54
	73
	96
	110
	124

	
	40000
	31
	54
	73
	96
	110
	124


Table 20: VPN: Number of TTIs utilized to transmit the data bursts to the user in Mode 4, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	18
	18
	18
	18
	13
	12

	
	10000
	17
	17
	17
	17
	12
	11

	
	15000
	16
	16
	16
	16
	12
	10

	
	20000
	16
	16
	16
	16
	12
	10

	
	25000
	16
	16
	16
	16
	12
	10

	
	30000
	16
	16
	16
	16
	12
	10

	
	35000
	16
	16
	16
	16
	12
	10

	
	40000
	16
	16
	16
	16
	12
	10


Table 21: VPN: Number of TTIs utilized to transmit the data bursts to the user in Mode 4, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	16
	16
	16
	16
	13
	12

	
	10000
	15
	15
	15
	15
	12
	11

	
	15000
	14
	14
	14
	14
	12
	10

	
	20000
	14
	14
	14
	14
	12
	10

	
	25000
	14
	14
	14
	14
	12
	10

	
	30000
	14
	14
	14
	14
	12
	10

	
	35000
	14
	14
	14
	14
	12
	10

	
	40000
	14
	14
	14
	14
	12
	10


Table 22: VPN: Number of TTIs elapsed before starting transmission in Mode 4, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	40
	80
	112
	152
	120
	145

	
	10000
	40
	80
	112
	152
	120
	145

	
	15000
	40
	80
	112
	152
	120
	145

	
	20000
	40
	80
	112
	152
	120
	145

	
	25000
	40
	80
	112
	152
	120
	145

	
	30000
	40
	80
	112
	152
	120
	145

	
	35000
	40
	80
	112
	152
	120
	145

	
	40000
	40
	80
	112
	152
	120
	145


Table 23: VPN: Number of TTIs elapsed before starting transmission in Mode 4, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	25
	50
	70
	95
	120
	145

	
	10000
	25
	50
	70
	95
	120
	145

	
	15000
	25
	50
	70
	95
	120
	145

	
	20000
	25
	50
	70
	95
	120
	145

	
	25000
	25
	50
	70
	95
	120
	145

	
	30000
	25
	50
	70
	95
	120
	145

	
	35000
	25
	50
	70
	95
	120
	145

	
	40000
	25
	50
	70
	95
	120
	145


13.3
 Instant Messaging:

Table 24: IM: Number of TTIs utilized to transmit the data bursts to the user in Mode 1

	Number of TTIs with DL transmission
	2560


Table 25: IM: Number of TTIs utilized to transmit the data bursts to the user in Mode 2

	TBS_in_presence_of_CQI [bits]
	Number of TTIs with DL transmission

	5000
	188

	10000
	186

	15000
	186

	20000
	186

	25000
	186

	30000
	186

	35000
	186

	40000
	186


Table 26: IM: Number of TTIs utilized to transmit the data bursts to the user in Mode 3, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	515
	959
	1384
	1836
	1929
	1945

	
	10000
	512
	956
	1381
	1825
	1928
	1944

	
	15000
	512
	956
	1381
	1825
	1928
	1944

	
	20000
	512
	956
	1381
	1825
	1928
	1944

	
	25000
	512
	956
	1381
	1825
	1928
	1944

	
	30000
	512
	956
	1381
	1825
	1928
	1944

	
	35000
	512
	956
	1381
	1825
	1928
	1944

	
	40000
	512
	956
	1381
	1825
	1928
	1944


Table 27: IM: Number of TTIs utilized to transmit the data bursts to the user in Mode 3, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	441
	803
	1138
	1659
	1781
	1877

	
	10000
	439
	801
	1136
	1657
	1780
	1876

	
	15000
	439
	801
	1136
	1657
	1780
	1876

	
	20000
	439
	801
	1136
	1657
	1780
	1876

	
	25000
	439
	801
	1136
	1657
	1780
	1876

	
	30000
	439
	801
	1136
	1657
	1780
	1876

	
	35000
	439
	801
	1136
	1657
	1780
	1876

	
	40000
	439
	801
	1136
	1657
	1780
	1876


Table 28: IM: Number of TTIs utilized to transmit the data bursts to the user in Mode 4, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	338
	317
	309
	303
	291
	280

	
	10000
	334
	313
	305
	299
	287
	277

	
	15000
	334
	313
	305
	299
	287
	277

	
	20000
	334
	313
	305
	299
	287
	277

	
	25000
	334
	313
	305
	299
	287
	277

	
	30000
	334
	313
	305
	299
	287
	277

	
	35000
	334
	313
	305
	299
	287
	277

	
	40000
	334
	313
	305
	299
	287
	277


Table 29: IM: Number of TTIs utilized to transmit the data bursts to the user in Mode 4, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	306
	296
	288
	281
	271
	260

	
	10000
	303
	293
	285
	278
	268
	257

	
	15000
	303
	293
	285
	278
	268
	257

	
	20000
	303
	293
	285
	278
	268
	257

	
	25000
	303
	293
	285
	278
	268
	257

	
	30000
	303
	293
	285
	278
	268
	257

	
	35000
	303
	293
	285
	278
	268
	257

	
	40000
	303
	293
	285
	278
	268
	257


Table 30: IM: Number of TTIs elapsed before starting transmission in Mode 4, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	820
	1540
	2128
	2831
	3384
	3915

	
	10000
	820
	1540
	2128
	2831
	3384
	3915

	
	15000
	820
	1540
	2128
	2831
	3384
	3915

	
	20000
	820
	1540
	2128
	2831
	3384
	3915

	
	25000
	820
	1540
	2128
	2831
	3384
	3915

	
	30000
	820
	1540
	2128
	2831
	3384
	3915

	
	35000
	820
	1540
	2128
	2831
	3384
	3915

	
	40000
	820
	1540
	2128
	2831
	3384
	3915


Table 31: IM: Number of TTIs elapsed before starting transmission in Mode 4, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	650
	1270
	1736
	2280
	2688
	3161

	
	10000
	650
	1270
	1736
	2280
	2688
	3161

	
	15000
	650
	1270
	1736
	2280
	2688
	3161

	
	20000
	650
	1270
	1736
	2280
	2688
	3161

	
	25000
	650
	1270
	1736
	2280
	2688
	3161

	
	30000
	650
	1270
	1736
	2280
	2688
	3161

	
	35000
	650
	1270
	1736
	2280
	2688
	3161

	
	40000
	650
	1270
	1736
	2280
	2688
	3161


13.4 
Web Browsing
Table 32: Web-browsing: Number of TTIs utilized to transmit the data bursts to the user in Mode 1

	Number of TTIs with DL transmission
	309472


Table 33: Web-browsing: Number of TTIs utilized to transmit the data bursts to the user in Mode 2

	TBS_in_presence_of_CQI [bits]
	Number of TTIs with DL transmission

	5000
	6588

	10000
	4455

	15000
	2898

	20000
	2796

	25000
	2656

	30000
	2639

	35000
	2628

	40000
	2621


Table 34: Web browsing: Number of TTIs utilized to transmit the data bursts to the user in Mode 3, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	12881
	16670
	18890
	22033
	23707
	25212

	
	10000
	11593
	15483
	18244
	21121
	22936
	24667

	
	15000
	10677
	15223
	17941
	20771
	22705
	24236

	
	20000
	10553
	15010
	17654
	20631
	22618
	24311

	
	25000
	10196
	14670
	17371
	20359
	22420
	24121

	
	30000
	10165
	14602
	17313
	20257
	22308
	24028

	
	35000
	10094
	14441
	17238
	20188
	22188
	23910

	
	40000
	10089
	14411
	17214
	20157
	22148
	23854


Table 35: Web browsing: Number of TTIs utilized to transmit the data bursts to the user in Mode 3, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	8148
	9946
	11455
	13868
	15278
	16464

	
	10000
	6054
	7870
	9374
	11784
	13234
	14464

	
	15000
	4564
	6439
	7958
	10404
	11866
	13117

	
	20000
	4452
	6304
	7826
	10242
	11713
	12963

	
	25000
	4284
	6122
	7664
	10060
	11545
	12794

	
	30000
	4262
	6095
	7637
	10031
	11511
	12748

	
	35000
	4244
	6066
	7613
	10010
	11481
	12720

	
	40000
	4239
	6057
	7605
	9999
	11466
	12701


Table 36: Web Browsing: Number of TTIs utilized to transmit the data bursts to the user in Mode 4, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	7823
	7169
	6888
	6700
	6506
	6358

	
	10000
	5743
	4961
	4625
	4357
	4164
	4021

	
	15000
	4659
	4101
	3850
	3562
	3360
	3216

	
	20000
	4471
	3774
	3499
	3188
	2962
	2827

	
	25000
	4118
	3426
	3190
	2896
	2735
	2577

	
	30000
	4059
	3348
	3120
	2797
	2621
	2456

	
	35000
	4037
	3315
	3103
	2757
	2561
	2397

	
	40000
	3973
	3152
	3012
	2696
	2461
	2284


Table 37: Web Browsing: Number of TTIs utilized to transmit the data bursts to the user in Mode 4, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	7004
	6899
	6850
	6785
	6733
	6669

	
	10000
	4861
	4742
	4692
	4618
	4555
	4492

	
	15000
	3359
	3289
	3261
	3195
	3150
	3103

	
	20000
	3247
	3154
	3117
	3043
	2988
	2938

	
	25000
	3076
	2969
	2938
	2860
	2814
	2763

	
	30000
	3054
	2943
	2912
	2830
	2783
	2723

	
	35000
	3045
	2932
	2900
	2817
	2767
	2705

	
	40000
	3030
	2904
	2879
	2801
	2745
	2682


Table 38: Web Browsing: Number of TTIs elapsed before starting transmission in Mode 4, CQI_EXPIRY_DELAY = 0ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	8455
	13170
	15834
	19304
	21936
	24389

	
	10000
	9375
	14320
	17514
	20729
	23664
	26013

	
	15000
	9580
	14970
	18004
	21166
	24216
	26477

	
	20000
	9640
	15090
	18088
	21413
	24552
	26912

	
	25000
	9650
	15100
	18116
	21432
	24552
	27057

	
	30000
	9655
	15100
	18116
	21432
	24552
	27086

	
	35000
	9655
	15100
	18130
	21432
	24576
	27086

	
	40000
	9660
	15100
	18130
	21432
	24576
	27086


Table 39: Web Browsing: Number of TTIs elapsed before starting transmission in Mode 4, CQI_EXPIRY_DELAY = 50ms

	
	
	CQI_DELAY [ms]

	
	
	10
	20
	30
	40
	50
	60

	TBS in presence of CQI [bits]
	5000
	2640
	5010
	6790
	8892
	10824
	12586

	
	10000
	2665
	5070
	6846
	8911
	10896
	12644

	
	15000
	2665
	5080
	6846
	8911
	10896
	12673

	
	20000
	2665
	5080
	6860
	8911
	10896
	12673

	
	25000
	2665
	5080
	6874
	8911
	10896
	12673

	
	30000
	2665
	5080
	6874
	8911
	10896
	12673

	
	35000
	2665
	5080
	6874
	8911
	10896
	12673

	
	40000
	2665
	5080
	6874
	8911
	10896
	12673











