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1 Introduction
During Rel-8 to Rel-10, downlink as well as uplink multi-carrier (MC) operation has been standardized in 3GPP. The MC-features introduced in the different releases and their key characteristics are summarized in Table 1. 
Table 1: Summary of MC-HSPA features standardized in Rel-8 to Rel-10. 
	Feature/Release
	Max number of frequency bands
	Max number of carriers configured in MIMO mode
	Total bandwidth [MHz]
	Peak data rate [Mbps]

	DC-HSDPA (Rel-8)
	1
	0
	10
	42

	DB-DC-HSDPA (Rel-9)
	2
	0
	10
	42

	DC-HSDPA-MIMO (Rel-9)
	1
	2
	10
	84

	DC-HSUPA (Rel-9)
	1
	N/A
	10
	23

	4C-HSDPA (Rel-10)
	2
	4
	20
	168


With respect to the downlink features, it is evident the peak data rates have doubled in each release since Rel-8. This increase has mainly been driven by that mobile operators are using HSPA technology for offering mobile broadband and in Rel-10 a downlink peak data rate of 168 Mbps can be supported. Aside from just increasing the peak data rates it is by now well understood that MC operation also can improve the end-user throughput (“burst rate”) significantly. In fact, several companies (see for example the references in [5]) have shown that: 

· Both peak and average user throughput increase linearly with the number of carriers that are pooled.

· The gains are insensitive with respect to the geometry, i.e. all MC-capable UEs in the system will benefit from MC operation. 

Towards the end of Rel-10 there have been a few proposals on the downlink MC evolution in Rel-11. One interesting proposal is the so-called single-frequency dual-cell HSDPA (SF-DC-HSDPA) in which data to a single UE can be transmitted from different sectors operating on the same frequency [1]
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[2]. This can be said to belong to the class of multi-cell transmissions techniques and it is further discussed in [3]. However, already here we notice that SF-DC-HSDPA mainly should be viewed as an alternative in areas where operators only have deployed a single frequency; hence SF-DC-HSDPA is in our view mainly targeting rural and suburban areas where the system is coverage limited.
  

As the demand for mobile broadband continues to grow even higher peak and average data rates need to be supported in urban areas and in cities. An important question for operators is how these data rates can be supported in a cost efficient manner. Since some operators have access to system bandwidths larger than 20 MHz (possibly spread over multiple frequency bands) multi-carrier operation in which more than 4 carriers can be used simultaneously to schedule data to a single UE seems like an attractive extension in Rel-11.

The key benefits with 8C-HSDPA are:

· Pooling of resources will results in that average and peak data rates are doubled as compared to Rel-10.

· Similarly to earlier MC evolution steps, 8C-HSDPA can be implemented in a way that reuses components from earlier releases to a large extent.
· UEs capable of receiving 40 MHz bandwidth will be available in the Rel-11 time-frame.
 

This contribution discusses the rationale for continuing the MC-HSDPA evolution by specifying support for simultaneous transmissions on up to 8 carriers with or without MIMO configured on each carrier. In addition to highlighting the advantage of MC operation (with respect to single-carrier operation with or without load balancing across carriers) we also analyze the impact that 8C-HSDPA would have on the RAN WGs. Since our initial analysis shows that 8C-HSDPA combined with MIMO is able to double the peak and average user data rates (compared to Rel-10) with a very modest impact to the 3GPP specifications we view 8C-HSDPA as a promising candidate for Rel-11. 

2 Motive for Multi-Carrier HSDPA transmissions
Above we argued that the 8C-HSDPA with MIMO can both double the peak data rate and the user throughput. In this section we illustrate these gains by means of a simple example in which the multi-carrier HS-DSCH system is viewed as a multi-server queuing system.  
In the analysis we model each HS-DSCH cell as a “server”. For the sake of simplicity we also assume that files arrive according to a Poisson process with an arrival intensity  and that the serving rate mean time is 1/.
 A single-server system (i.e. a system where the operator only has deployed a single downlink carrier) is shown in Figure 1. For such a system the time required to transmit a file is 1/ whereas the average time that a file needs to spend in the system (including the waiting time in the queue) is TSC=1/[(1-)][8]. Here =/ denotes the normalized traffic intensity.
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Figure 1: Illustration of single-carrier (single-server) system.
In the following we treat the case where the operator has deployed multiple HS-DSCH cells (“carriers”). This setting is modelled as multi-server queuing system and we distinguish between the following techniques:
· Load-balancing: In this case each file is served by a single HS-DSCH cell (“server”). Different files are however allocated to the different queues in such a way so that the queue associated with each server is on average of equal length. This setting is illustrated in Figure 2 and we notice that since each file is served by one of the N queues the average offered load per HS-DSCH cell will be /N where =/ Thus, the corresponding time that a file needs to spend in the system is TLB=1/[(1-/N)] [8].
· Multi-Carrier operation: In this case a file that arrives to the system can be segmented and transmitted over all HS-DSCH cells (“servers”) simultaneously. A joint scheduler thus provides a service rate N In other words the peak data rate is increased by a factor N. Similarly, the per file service time becomes TMC=1/[N(1-/N)] [8]. This setting is illustrated in Figure 3. 
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Figure 2: Illustration of a downlink load balancing in a setting where multiple HS-DSCH cells have been deployed. This is here modeled as a multi-server queuing system. 
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Figure 3: Illustration of downlink multi-carrier operation in which N HS-DSCH cells are pooled into a common resource. Note that this is modeled as multi-server queuing system. 
The average service time per file and the peak data rates for the different settings are summarized in Table 2 below. 

Table 2: Summary of the peak data rate (service rate) and the burst rate (average service time per file) offered by (1) a single-carrier system, (2) a system with multiple deployed carrier but where load balancing is applied, and (3) a system where N HS-DSCH cells are deployed and multi-carrier operation is used. 
	
	Single-carrier
	Load-Balancing
	Multi-carrier

	Average service time per file
	1/[(1-)]
	1/[(1-/N)]
	1/[N(1-/N)]

	Peak data rate
	1/
	1/
	N/


Based on the analysis presented above we can observe that:
· Compared to a single-carrier system a system with N carriers and where load-balancing is applied can increase the user throughput with a factor [1-/N]/ [1-]. The peak data rate is however not increased.
· Compared to a single-carrier system a system with N carriers and where MC-operation is supported can increase user throughput with a factor [N-]/[1-]. The peak data rate can be increased with a factor N.
· Compared to a system which employs load balancing a system where MC-operation is employed can increase the user data rates with a factor N. Also the peak data rate is increased with a factor N. 

These results are illustrated in Figure 4 which presents the relative increase in peak data rate rates and average user throughput when going from a single carrier system to a system using N carriers and supporting load balancing and MC-operation, respectively.
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Figure 4: Reduction in per file average service time for load-balancing and multi-carrier operation with respect to a single-carrier system. 
From Figure 4 it is evident that MC-operation can provide an N-fold increase in peak data rate and average user data rate as compared a system utilizing the same system bandwidth together with load-balancing. While the gain in peak data rates stems from fact that HS-DSCH cells can be used simultaneously by a single UE the gain in average user data rates (“cell throughput”) stems from increased resource utilization efficiency (“resource pooling”). 

Since it could be argued that the analysis presented above is too simplistic we highlight that similar conclusions as those presented here were reached for simulation based studies performed during the Rel-9. These studies take the effects of multi-cell environment and variable data rates into account. For examples the reader is referred to the studies performed during the Rel-9 multi-carrier study item (see [5] and references therein) and [4].
3 Operator demand for 8C-HSDPA with MIMO
One relevant question when discussing 8C-HSDPA with MIMO is to what extent there exist an operator demand for multi-carrier operations comprising more than 4 carriers (since 8C-HSDPA operator only if useful for operators having more than 20 MHz of spectrum for WCDMA/HSPA FDD downlink operation).
Although most operators, initially when WCDMA was introduced, only had access to ~15 MHz our understanding is that many operators have access to more than the 20 MHz supported by 4C-HSDPA with MIMO in Rel-10. Aside from a general consolidation process this has been driven by regulatory changes including: 
Service neutrality: This allows mobile operators with the possibility to offer any service in a given frequency band.

Technology neutrality: This allows mobile operators with the possibility to use any technology in a given frequency band.

Spectrum trading: This allows mobile operators to trade spectrum in a secondary market.
Another development that can be observed is the revitalized interest in network sharing (or more specifically spectrum sharing) business models according to which two or more mobile operators share their infrastructure and/or available spectrum. 

Besides the trends mentioned above, the digital dividend could free up even more spectrum for mobile broadband communications in the near future.
 For example, in Europe it has been recommended that a 72 MHz sub-band between 790 and 862 MHz is allocated to mobile broadband communications [15]. Similarly, the sub-band between 698 and 806 MHz has been allocated in the US markets. 

For the European markets incumbent operators usually have ~15 MHz allocated in the 2100 MHz band, ~10 MHz in the 900 MHz band as well as additional spectrum in the 1800 MHz band (some operators have as much as 25 MHz in the 1800 MHz band). If one instead evaluates the situation for the US market it should be highlighted that the situation for operators differs significantly between different states. Having said that it should however also be noted the several mobile operators have more than 40 MHz in different states that can be used for WCDMA/HSPA technology. To some extent this bandwidth has become available through the licensing of the Advanced Wireless Systems (AWS) 1700 and 1900 MHz band.
To sum up the discussion presented above, our understanding is that there are many mobile operators have more than 20 MHz spectrum available that could be used for HSPA technology and that further developments, moreover, likely will make even more spectrum available. 
4 Impact to RAN WG
Previous sections have motivated the need for 8C-HSDPA together with MIMO. This section analyzes the related impact on the 3GPP specification. The main conclusion from this section is that 8C-HSDPA with support for MIMO transmissions could be introduced with limited changes to the existing specifications.

4.1 Impact to RAN WG1
This section discusses the impact that 8C-HSDPA would have on the RAN1 specifications.
4.1.1 HS-DPCCH 

With 8C-HSDPA and MIMO configured on all carriers the amount of L1 feedback information will be doubled as compared to Rel-10. One straightforward approach to accommodate the feedback would be to rely on a 2xSF128 HS-DPCCH solution in which each HS-DPCCH carries L1 feedback information associated with 4 HS-DSCH cells. Another possible approach would be to reduce the spreading factor and adopt a 1xSF64 HS-DPCCH solution.
Both these approaches would allow that the Rel-10 HARQ-ACK codebook and that the design principles related to CQI reporting are reused. Potential HS-DPCCH optimizations, such as the need for dynamic remapping between different HS-DPCCH physical channels in order to achieve similar coverage as in existing releases should be considered in a WI. 
4.1.2 Supported configurations 

Another design choice is whether 8C-HSDPA should be supported with a single uplink carrier or whether 8C-HSDPA should be bundled together with DC-HSUPA. This discussion would be triggered by the TCP feedback overhead. 

If 8 carriers with MIMO are configured it is possible to derive the maximum downlink/uplink asymmetry as 1500/(0.5∙40)=75.
 (for assumptions see [7], [9]). This implies that an uplink data rate of 1.33 percent of the supported downlink data rate needs to be supported. With a maximum peak data rate of 336 Mbps an uplink peak data rate of 4.47 Mbps would therefore need to be supported. It should however be noticed that:

· There exist techniques to reduced the related uplink overhead based on that several TCP ACKs are bundled (which will reduce the uplink data rate requirements). 
· Some configurations, e.g. 8C-HSDPA without MIMO, will not require more feedback than 4C-HSDPA with MIMO as specified in Rel-10. 
Hence, it may not be necessary to bundle 8C-HSDPA with DC-HSUPA. 
4.1.3 Other RAN1 details

Aside from the design choices mentioned above it would be possible to follow the Rel-8 to Rel-10 design principles for the following areas:
· Use a common DRX state machine for all downlink carriers

· MIMO, transmit diversity, PCI code book restriction should be configurable on a per carrier basis.

· Use HS-SCCH orders as baseline approach for activating and/or deactivating downlink carriers. 
Further optimizations of the existing solutions could be considered further in a WI. 
4.2 Impact to RAN2

From a RAN2 perspective the following would need to be discussed for the 8C-HSDPA:

· New UE categories: Obviously one UE category capable of supporting 8 carriers with MIMO configured on all of them should be introduced. Following the approach the taken in Rel-10 it would also be reasonable to define a UE category that supports 8 carriers without MIMO configured on any of the carriers. In general, we should also (as for Rel-10) aim to keep the number of new UE categories to a reasonable number.
· The MAC-ehs window size: Currently the maximum MAC-ehs window size is 128 [14]. Assuming 6 HARQ processes and that MIMO is configured on all 8 downlink carriers an increase to 256 may be needed in order to avoid stalling.
· RLC re-ordering depth: Currently the maximum RLC window size allows that 2047 are transmitted (without being acknowledged). Assuming that status prohibit timer can be set in a way that does not affect the downlink throughput an optimistic estimate of the RLC data rate that can be supported is given by 2047∙1500∙8/TRTT where 2047 is the maximum window size currently supported by RLC, 1500∙8 corresponds is the RLC packet size and TRTT is round trip time. Assuming a RLC round trip time 50-100 ms yields a maximum supported RLC data rate of 245–491Mbps. Hence we conclude that it is probably necessary to increase either the maximum RLC packet size or to increase RLC re-ordering. Note that the need for this extension should be confirmed by simulations and studied further in RAN2 during a WI.
In addition to the issues raised above there may be reasons to evaluate whether existing mobility procedures based on the primary carrier are sufficient and whether DCH should be supported for 8C-HSDPA. Our current working assumption is that mobility based on the primary carrier would be sufficient also for 8C-HSDPA with MIMO.

4.3 Impact to RAN3

This section briefly discusses changes that would be required to the NBAP and RNSAP specifications in RAN3. Similarly to the RAN1 and RAN2 specifications, only minor changes are needed to support 8C-HSDPA with MIMO. The required RAN3 changes are summarized in the following:
· Limitation in the semantics definitions. Currently there is limitation in the semantics that only allows a maximum of 4 downlink carriers. In order to support 8C-HSDPA with MIMO this limitation would have to be increased to 8 carriers. This would have to updated in [10] and [11]. 
· The guaranteed HS-DSCH rate per priority queue for a MAC-d flow is limited to 256 Mbps. Currently, the guaranteed HS-DSCH rate per priority queue for a MAC-d flow is limited to 256 Mbps (see MAC-hs Guaranteed Bit Rate IE). If it is required from end-to-end service point of view that UTRAN shall guarantee a continuous bitrates up to 336 Mbps (the peak rate of 8C-HSDPA with MIMO) to one UE the IE MAC-hs Guaranteed Bit Rate would have to be extended. It should however be noted that the other bit-rate related IEs (e.g. the IE UE Aggregate Maximum Bit Rate and Supported Maximum Bit Rate IE in RAB Parameters) in [10] and [11] already support a maximum bit rate of 1 Gbps. 
· New cell capability indicators for 8C-HSDPA with MIMO may be needed. Additional cell capability indicators for 8C-HSDPA with MIMO is needed to convey to the S-RNC that a Node-B is capable supported 8C-HSDPA with MIMO. Whether or not such additional capabilities are needed should be evaluated during the WI. 
4.4 Impact to RAN4 

For 8C-HSDPA with MIMO, RAN4 should initially identify a limited set of band combinations for which requirements are to be specified. The selected band combinations should be based on operator input but preferably the selected set of downlink configurations should be selected out of the existing DB-DC-HSDPA and/or 4C-HSDPA configurations for which the requirements already exists.
After identifying the band combinations RAN4 needs to study - and if necessary specify - the following set of requirements: 

· UE RF receiver and transmitter requirements.
· UE performance requirements on demodulation and CQI reporting.
· RRM measurement requirements; depending upon the outcome and agreements in RAN2 on additional measurements without compressed mode.
· Base station RF transmitter requirements e.g. time alignment error.
· Base station performance requirements; depending upon the design of HS-DPCCH or other L1 channels in RAN1.
5 Conclusions
This contribution has discussed 8C-HSDPA with MIMO support. From the demand side this feature is motivated by operators’ need to support even higher user data rates and their desire to utilize their existing spectrum more efficiently. Since Rel-10 LTE-A supports carrier aggregation over 100 MHz offering peak data rates up to 3 Gbps we furthermore expect that UEs with sufficient processing power, etc. will be state-of-practice at the time-frame where 8C-HSDPA with MIMO would be deployed. As 8C-HSDPA with MIMO furthermore has limited impact on the existing specifications our view is that 8C-HSDPA with MIMO is an attractive candidate for Rel-11 and that it represent an important step in the MC evolution. 
To limit the work in the RAN WGs a work item should aim at fulfilling the following objectives:
· Specify 5-8 carrier operation in combination with MIMO for the following scenarios:

· The 5-8 carrier transmission only applies to HSDPA physical channels.

· The carriers belong to the same Node-B

· The carriers are configured to be spread across 1 to 2 bands
· 5-8 carrier HSDPA is independent of DC-HSUPA and thus it should be compatible with single UL carrier operation 
· Functionality currently defined for DC-HSDPA-MIMO, DC-HSUPA, DB-DC-HSDPA, and 4C-HSDPA should be re-used unless non reuse can be justified by clear benefits.
In order to reduce UE RF combinations for the multi-band options, RAN WG4 should as initial task identify a limited set of band combinations and number of carriers in each band to be covered by the work item.
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� Note that also micro-cells can be deployed on a separate frequency layer (either as gap-fillers or hotspots) in urban areas. The vast majority of single-carrier sites will however exist in where the system is coverage limited.


� Already in Rel-8 LTE provides data rates of 300 Mbps if 4x4 MIMO is used over 20 MHz. In Rel-10 LTE-A standard support for multi-carrier aggregation was introduced. This allows aggregation of up to 5 component carriers (i.e. a total of 100 MHz can be supported) offering peak data rates up to 3.2 Gbps with 8x8 MIMO. 


� Note that the assumption of an exponentially distributed service time is made purely for simplifying the analysis. It is straightforward to extend the analysis so that it covers the more general case where the file service time is described by a general (arbitrary) distribution. In this case the queuing system is modeled as M/G/1 Egalitarian Processor Sharing queue instead of an M/M/1 queue.  However, as the conclusion is independent on whether a M/M/1 or an M/G/1-EPS queue is assumed we here limit the analysis to the simpler M/M/1 scenario.


� Note that 1- can be viewed as the probability that a file arrives to the empty system. 


� The digital dividend is commonly used when referring to the process in which analogue TV broadcasting is being replaced by its digital successors. By some, this is expected to free up as much as 300 MHz of spectrum below 1 GHz. 


� This computation assumes a TCP packet size of 1500 bytes and a TCP ACK size of 40 bytes. 
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