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1. Overview

This Tdoc extends the summary of minimum distance from [2] for each case of O (3 to10) and Q’ to also include frequency of occurrence of the minimum distance.  We use this information to recommend a defintion of Q’min that takes into account a reduction of this frequency of occurrence.  We present simulation results to demonstrate the benefit.
2. Introduction

During RAN1 Meeting #62bis (Ref. [1]), many of the remaining details on resource allocation of UCI on PUSCH were agreed for SU-MIMO for the case where the number of HARQ bits and/or the number of RI bits are greater than 2.   Analysis was presented in (Ref. [2]) demonstrating that aggressive puncturing of the RM-encoded payload can lead to an insufficient number of REs for HARQ-ACK/RI – i.e., the minimum distance of the punctured codeword is 0 and it is impossible to decode the codeword at the receiver, even in a noiseless environment.  It was agreed (Ref. [1]) that the standard will specify a minimum number of modulation symbols, Q’min, in order to resolve this issue, but the details of this are still open.

This document expands on the analysis in [2] by expanding the contents of its summary table, adding the frequency of occurrence of the minimum distance as a function of the payload size and number of modulation symbols. .  It also includes simulation results that illustrate how this frequency of occurrence affects the BER performance of the encoded payload.  We then make a recommendation on the specification of Q’min.
3. Background

During RAN1 Meeting #62bis (Ref. [1]), many of the remaining details on resource allocation of UCI on PUSCH were agreed for SU-MIMO, in particular for the case where the number of HARQ bits and/or the number of RI bits are greater than 2:
· More than 2 bits

· Same modulation for UCI and data on each codeword (same as Rel-8)

· All constellation points are used (same as Rel-8)

· (32, M) Reed-Muller coding per layer (same as Rel-8)

· HARQ-ACK and RI bits are replicated over CWs before channel coding

· If a CW is mapped onto multiple layers, HARQ-ACK and RI bits are replicated over these layers after coding.

· Layer or Codeword (to be agreed in RAN1#63 at latest) specific scrambling

· For each layer / Codeword, the Rel-8 scrambler is reused with the exception of different initialization parameters

· For each layer / Codeword, data and UCI are scrambled jointly (same as Rel-8) 

It was also agreed that a standard-based solution for resolving issues with optimistic code rates for high payloads/spectral efficiencies will be introduced.  The current working assumption is to make sure that the number of REs is not smaller than Qmin:

· Q’ = max(Q’’, Q’min), where Q’’ is

[image: image1]
· Q’min is determined as a function of modulation order, and/or number of layers, and/or HARQ-ACK/RI payload. 
The remaining open issue is the specification of Q’min, and at RAN#62bis several examples were proposed in [3]:
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· α is specified to a specific value (e.g., 1/2) or configured by higher layer signaling 
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·         is the modulation order for CW (x)
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Ex 5:  
In [2] it was demonstrated that aggressive puncturing of the RM-encoded payload, can lead to an insufficient number of REs for HARQ-ACK/RI – i.e., the minimum distance of the punctured codeword is 0 and it is impossible to decode the codeword at the receiver, even in a noiseless environment.  This minimum distance effect is illustrated for QPSK modulation in Table 1 below, extracted from [2]. 
Table 1 - Minimum Distance of Punctured RM Codeword for QPSK Modulation
	
	Number of REs for HARQ-ACK/RI

	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Information bits
	3
	0
	2
	2
	4
	4
	5
	6
	7
	8
	8
	9
	10
	11
	13
	14
	16

	
	4
	0
	0
	1
	2
	3
	4
	5
	6
	6
	8
	8
	9
	11
	13
	14
	16

	
	5
	0
	0
	1
	2
	3
	4
	5
	6
	6
	8
	8
	9
	11
	12
	14
	16

	
	6
	0
	0
	0
	0
	0
	2
	4
	4
	6
	8
	8
	9
	10
	12
	14
	16

	
	7
	0
	0
	0
	0
	0
	2
	2
	3
	5
	6
	6
	7
	8
	9
	10
	12

	
	8
	0
	0
	0
	0
	0
	2
	2
	3
	5
	6
	6
	7
	7
	9
	10
	12

	
	9
	0
	0
	0
	0
	0
	2
	2
	3
	4
	6
	6
	6
	7
	8
	10
	12

	
	10
	0
	0
	0
	0
	0
	1
	2
	3
	4
	6
	6
	6
	7
	8
	10
	12

	
	11
	0
	0
	0
	0
	0
	0
	0
	0
	2
	4
	4
	4
	5
	7
	8
	10


4. Analysis

The analysis from Table 1 can be extended for 16QAM and 64QAM modulation and this is shown in Table 2 as the minimum number of modulation symbols (REs) required in order to ensure a non-zero minimum distance, as a function of the number of information bits and the modulation.

Table 2 - REs Required for Minimum Distance > 0 as a Function of O, Q' and Modulation
	
	Information bits (O)

	
	3
	4
	5
	6
	7
	8
	9
	10
	11

	Modulation symbols (Q’)
	QPSK
	2
	3
	3
	6
	6
	6
	6
	6
	9

	
	16QAM
	1
	2
	2
	3
	3
	3
	3
	3
	5

	
	64QAM
	1
	1
	1
	2
	2
	2
	2
	2
	3


For any of the combinations of number of Information Bits and number of Modulation Symbols in the table above, the actual hamming distance of the encoded word varies based on the initial A/N (or RI) sequences that are being compared after RM encoding and puncturing, but the distance will never be less than a minimum of 1.  We extended the analysis presented in Table 1, adding the frequency of occurrence of the minimum hamming distances.
For the analysis, for each A/N  payload size ranging from 3 through 10, we encoded each possible input sequence using the RM (32,O) code, then punctured the RM output down to the number of bits for different values of Q’.  For each of these combinations, we compared each punctured, encoded word to every other punctured, encoded word and collected statistics on the following:
· The total number of comparisons (i.e. distinct codeword pairs) of the punctured codewords, designated as Ntot.

· The number of comparisons out of Ntot that resulted in a particular hamming distance.  

 Table 3 below shows the minimum distance and frequency of occurrence for selected values of Q’.  The full results, showing all hamming distances and the frequency of occurrence of each are provided in Table 6 in the Appendix.
Table 3 - Minimum distance and frequency of occurrence for QPSK
	
	Number of REs for HARQ-ACK/RI

	
	2
	3
	4
	5
	6
	7
	8

	Information

bits
	3
	2  / 24
	2 / 4
	4 / 24
	
	
	
	

	
	4
	
	1 / 8 
	2 / 16 
	3 / 8
	
	
	

	
	5
	
	1 / 32
	2 / 32
	3 / 32
	
	
	

	
	6
	
	
	
	
	2 / 32
	4 / 64
	4 / 32

	
	7
	
	
	
	
	2 / 192
	2 / 64
	3 / 64

	
	8
	
	
	
	
	2 / 516
	2 / 128
	3 / 128

	
	9
	
	
	
	
	2 / 2560
	2 / 512
	3 / 512

	
	10
	
	
	
	
	1 / 512
	2 / 1536
	


The following observation can be made from the table:
1.  For a given payload length, increasing the number of modulation symbols does not necessarily increase the minimum distance, but in the case where it does not increase minimum distance,  it will always decrease the frequency of occurrence of that minimum distance.   In particular, for payload of 3 bits both Q’ of 2 and Q’ of 3 have minimum distance of 2.  However, with Q’ of 2 there are 24 out of 28 occurrences of minimum distance equal to 2, while with Q’ of 3 there are only 4 out of 28 occurrences with minimum distance of 2.

To further analyze the performance as a function of Q’, we performed simulations for combinations of O and Q’ using the agreements on coding and replication decided at RAN1#62bis.  The simulation assumptions can be found in Table 5 in the Section 5.
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Figure 1 - A/N (RI) BER vs SNR for 2x2 MIMO, AWGN
The following observations can be made from the curves above:

1. The biggest gain in performance comes from increasing the minimum distance

2. There is also significant gain when the minimum distance is not increased but the frequency of occurrence is decreased

Based on the above analysis, we make the following recommendation:

The definition of Q’min should not be based on the criteria of simply ensuring that the minimum distance is always greater than or equal to 1 (i.e., as example 5 from the WF).  Rather, Q’min should be selected to allow for one or two additional modulation symbols, in order to benefit from a decrease in the frequency of occurrence of the minimum distance.  This represents a reasonable tradeoff between A/N and RI performance at the cost of increased overhead.  
In comparing the Q’min that results from the examples in [3] (Table 4 below) we observe that some are more conservative than others (i.e. ensure a larger Q’min).   Based on these values, and the analysis above, we recommend the adoption of example 3 from [3]: 
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Table 4 - Comparison of Q'min for different proposals
	
	QPSK
	16QAM (QPSK Equivalent)
	64QAM (QPSK Equivalent)
	QPSK

	O
	Ex. 2

	Ex. 3

	Ex. 4
	Ex. 2

	Ex. 3

	Ex. 4
	Ex. 2

	Ex. 3

	Ex. 4
	Ex.5

	3
	16
	3
	3
	8 (16)
	2 (4)
	1 (2)
	6 (18)
	1 (3)
	1 (3)
	2

	4
	16
	4
	4
	8 (16)
	2 (4)
	2 (4)
	6 (18)
	2 (6)
	1 (3)
	3

	5
	16
	5
	5
	8 (16)
	3 (6)
	2 (4)
	6 (18)
	2 (6)
	2 (6)
	3

	6
	16
	6
	6
	8 (16)
	3 (6)
	3 (6)
	6 (18)
	2 (6)
	2 (6)
	6

	7
	16
	7
	7
	8 (16)
	4 (8)
	3 (6)
	6 (18)
	3 (9)
	2 (6)
	6

	8
	16
	8
	8
	8 (16)
	4 (8)
	4 (8)
	6 (18)
	3 (9)
	3 (9)
	6

	9
	16
	9
	9
	8 (16)
	5 (10)
	4 (8)
	6 (18)
	3 (9)
	3 (9)
	6

	10
	16
	10
	10
	8 (16)
	5 (10)
	5 (10)
	6 (18)
	4 (12)
	3 (9)
	6

	11
	16
	11
	11
	8 (16)
	6 (12)
	5 (10)
	6 (18)
	4 (12)
	4 (12)
	9


5. Simulation Configuration and Assumptions 
Simulation parameters and assumptions are listed in Table 5.
Table 5. Link Level Simulation assumptions
	Parameter
	Assumption

	Carrier center frequency
	2.0 GHz

	Transmission bandwidth
	5MHz

	Data transmission BW (PRB allocation)
	4 RBs (48 subcarriers): contiguous RB allocation

	Slot format
	Normal CP (7 symbols per TS)

	RB allocation
	Static

	Number of SC-FDMA data symbols per subframe
	12 (i.e., normal CP case)

	Power control
	Fixed power

	Antenna configurations 
	2 x 2  

	Antenna gain imbalance (AGI)
	0 dB, 6 dB, 10 dB

	Fading model
	AWGN

	Antenna correlation
	Correlation matrix (low) as defined in TS36.814 

	Link adaptation
	Disabled

	Rank adaption
	Disabled

	MCS
	Modulation: QPSK

	Channel estimation
	Realistic 

	HARQ (for PUSCH)
	IR 

	Max. number of transmissions
	4 (including 1st transmission)

	HARQ round trip
	8 ms

	Number of HARQ A/N bits
	Configurable 

	Channel coding of UCI
	As defined in the CR to 36.212

	Receiver for UCI (HARQ A/N, RI)
	MMSE/MRC

	Decoder for UCI (HARQ A/N, RI)
	ML

	Frequency hopping
	Disabled


6. Conclusion 

In this document we have further analyzed the minimum distance of UCI codewords by looking at the frequency of occurrence of the minimum distance and its impact on BER performance.  Based on this analysis we recommend that Q’min should be selected to allow for one or two additional modulation symbols, in order to benefit from a decrease in the frequency of occurrence of the minimum distance, and that the approach given in Example 3 of [3] be adopted.  I.e.,  
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Appendix – Expanded Summary of Statistics
The results in the table below show the hamming distances and frequencies of occurrence for selected values of Q’ that result in hamming distance of at least 1 for all comparisons, for the case of QPSK modulation.  The total number of input sequences is designated as Ntot and highlighted in blue in the table.  The statistics on hamming distance occurrences and average BER are shown in the format “{hamming distance, number of occurrences, average BER}”. Average BER is defined here as the BER assuming that a block error occurred corresponding to that hamming distance.  Observe that, generally the BER is close to the well known rule 

Bit error rate = Block Error Rate x 2k-1/(2k-1) which approaches Block Error Rate/2 for large k.  However, e.g. for some cases corresponding to larger distance, resultant BER is much lower. 

Table 6 - Hamming distance and statistics of RM coded/punctured A/N bit sequence (assuming QPSK)
	
	
	Q’ (number of modulation symbols/REs for A/N or RI)

	
	
	2
	3
	4
	5
	6
	7
	8

	O (# of A/N bits)
	3

(Ntot: 28)
	{2,24, 0.611}
{4,4,0.333}


	{2, 4,0.667}

{3,16,0.667}

{4,4,0.333}

{6,4, 0.333}
	{4,24,0.611}

{6,4, 0.333}
	
	
	
	

	
	4

(Ntot: 120)
	
	{1,8, 0.75}
{2,24, 0.67}

{3,48, 0.46}

{4,24, 0.58}

{5,8, 0.5}

{6,8, 0.25}
	{2,16, 0.875}

{4,80,,0.475}

{6,16, 0.625}

{8,8,,0.25}


	{3,8, 0.75}

{4,24, 0.75}

{5,48, 0.458}

{6,24,0.5}

{7,8,0.5}


	{4,8, 0.75}

{5,32,0.75}

{6,32, 0.35}

{7,32,0.5}

{8,8, 0.5}

{12,8, 0.25}
	
	

	
	5

(Ntot: 496)
	
	{1,32, 0.4}
{2,112, 0.6}

{3,192,0.53}

{4,112,0.51}

{5,32, ,0.4}

{6,16, ,0.2}
	{2,32, 0.7}

{3,128,0.6}

{4,160,0.38}

{5,128, 0.6}

{6,32, 0.5}

{8,16, 0.2}
	{3,32, 0.6}

{4,112, 0.62}

{5,192, 0.46}

{6,112, 0.8}

{7,32, 0.6}

{10,16, 0.2}
	{4,48, 0.6}

{5,128, 0.55}

{6,128, 0.55}

{7,128, 0.45}

{8,48, 0.533}

{12, 16, 0.2}
	
	

	
	6

(Ntot: 2016)
	
	
	
	
	{2,32,0.166}
{4,224,0.571}

{5,512,0.541}

{6,448,0.535}

{7,512,0.458}

{8,224,0.547}

{10,32,0.33}

{12,32,0.1667}
	{4,64,0.416}

{5,256,0.5}

{6,416,0.615}

{7,512,0.5}

{8,416,0.448}

{9,256,0.5}

{10,64,0.583}

{14,32,0.166}
	{4,32,0.667}

{6,256,0.528}

{7,512,0.541}

{8,384,0.527}

{9,512,0.458}

{10,256,0.479}

{12,32,0.833}

{16,32,0.166}

	
	7

(Ntot: 8128)
	
	
	
	
	{2,192,0.47}
{3,128,0.5}

{4,960,0.53}

{5, 1920,0.51}

{6,1664,0.52}

{7,1920,0.48}

{8,960,0.48}

{9,128,0.64}

{10,192,0.52}

{12,64,0.14}
	{2,64,0.71}

{3,64,0.57}

{4,320,0.48}

{5, 1024,0.47}

{6,1600,0.53}

{7,1920,0.53}

{8,1600,0.47}

{9,1024,0.45}

{10,320,0.57}

{11,64,0.71}

{12,64,0.57}

{14,64,0.14}
	{3,64,0.71}

{4,128,0.57}

{5,320,0.6}

{6,1024,0.46}

{7,1664,0.5}

{8,1664,0.55}

{9,1664,0.45}

{10,1024,0.46}

{11,320,0.57}

{12,128,0.71}

{13,64,0.57}

{16,64,0.142}

	
	8

(Ntot: 32640)
	
	
	
	
	{2,516,0.46}
{3,1536,0.54}

{4,3968,0.50}

{5,6656,0.5}

{6,7168,0.52}

{7,6656,0.47}

{8,3968,0.49}

{9,1536,0.58}

{10,512,0.46}

{12,128,0.12}
	{2,128,0.625}

{3,512,0.5}

{4,1920,0.51}

{5,4096,0.49}

{6,6016,0.51}

{7,7168,0.51}

{8,6016,0.48}

{9,4096,0.47}

{10,1920,0.54}

{11,512,0.56}

{12,128,0.5}

{14,128,0.125}
	{3,128,0.625}

{4,640,0.475}

{5,2176,0.536}

{6,4608,0.51}

{7,5888,0.48}

{8,5632,0.51}

{9,5888,0.47}

{10,4608,0.49}

{11,2176,0.56}

{12,640,0.5}

{13,128,0.5}

{16,128,0.125}

	
	9
(Ntot: 130186)
	
	
	
	
	{2,2560,0.5}
{3,6144,0.53}

{4,16128,0.51}

{5,26624,0.49}

{6,27648,0.49}

{7,26624,0.48}

{8,16128,0.51}

{9,6144,0.55}
{10,2560,0.48}

{12,256,0.11}

	{2,512,0.5}
{3,2048,0.54}

{4,9216,0.54}

{5,16384,0.49}

{6,22784,0.49}

{7,28672,0.5}

{8,22784,0.48}

{9,16384,0.49}
{10,9216,0.55}

{11,2048,0.54}

{12,512,0.39}

{14,256,0.11}

	{3,512,0.66}

{4,3584,0.54}

{5,8704,0.53}

{6,18432,0.49}

{7,23552,0.48}

{8,20992,0.5}

{9,23552,0.49}
{10,18432,0.49}

{11,8704,0.54}

{12,3584,0.53}

{13,512,0.55}

{16,256,0.11}


	
	10

(Ntot: 523776)
	
	
	
	
	{1,512,0.6}
{2,10240,0.5}

{3,23040,0.52}

{4,69120,0.50}

{5,107520,0.49}

{6,102400,0.49}

{7,107520,0.49}

{8,69120,0.5}

{9,23040,0.52}

{10,10240,0.5}

{11,512,0.7}

{12,512,0.1}


	{2,1536,0.5}

{3,12288,0.53}

{4,33280,0.52}

{5,65536,0.49}

{6,95744,0.49}

{7,106496,0.49}

{8,95744,0.49}

{9,65536,0.49}

{10,33280,0.52}

{11,12288,0.55}

{12,1536,0.466}

{14,516,0.1}
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