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1 Introduction
In RAN1 session #62, there is no agreement on A/N feedback for TDD in carrier aggregation yet though it has been agreed that only A/N multiplexing is supported in FDD.  The issues, such as power-limited cases and maximal number of bits supported for A/N multiplexing, are discussed but opinions among companies remain divergent.  Due to the tight schedule of Rel-10 completion, it is urgent to have high-level designs agreed so as to initiate the discussion of detailed designs for A/N feedback in TDD.  This paper focuses on the discussion of A/N feedback designs for TDD carrier aggregation and expresses our views on it.

2 Discussion on Power-limited Cases for TDD
In RAN1 session #62, [1]~[7] have discussed a lot about the pros and cons of A/N bundling for power-limited UEs.  The opposing reasons for A/N bundling can be summarized as follows.
· For UEs with UL power limitation, eNodeB should be able to restrict the scheduling only on one DL CC.  The related information can be obtained by UE’s measurement reports.
· Supporting A/N bundling for carrier aggregation results in DL system throughput loss due to unnecessary PDSCH retransmissions, especially for cross-carrier A/N bundling.
· For cross-carrier bundling, additional DAI bits may be required and thus introduce extra DCI overhead and backward compatible issues.
· A/N bundling is not the only way to support power-limited UEs.  One way is to apply A/N repetition.  The other way is to allocate power-limited UEs A/N resources with better SINR.
On the contrary, the supporting reasons for A/N bundling can be summarized as follows.

· For a UE with UL power limitation, the DL channel condition may still be good enough to support multiple CC so as to enhance its DL throughput.  It helps to improve the fairness in the system.
· For a UE configured with multiple CCs, only one CC or a few CCs will be scheduled in most of subframes so the loss on the achievable peak data rate caused by A/N bundling is considered not significant.
· It is possible to avoid a separate DAI field in DL assignment by means of A/N bundling without DAI or reusing TPC field as DAI in a Scell DL assignment.
· A/N repetition does not provide any throughput enhancement since no A/N feedback corresponding to the later DL subframes is allowed before the repetition completion of previous A/N feedback.
It seems that the technical reasons of both sides are reasonable.  Actually, all arguments surround two basic questions – whether a power-limited UE should be so aggressive in DL throughput and whether it is beneficial to trade system performance for system fairness.  Apparently, most of companies are in favor of “NO” as answers to these two questions at least for FDD.  In RAN1 session #62, it was already agreed that No DAI and No carrier-domain A/N bundling in FDD though it is to be confirmed for the case of channel selection with simultaneous SR or CQI.  But for TDD, the opinions among companies are still divergent.  Unlink FDD, there is A/N bundling in Rel-8 for TDD.  This is because there are more A/N bits required in TDD, compared to FDD, due to asymmetric DL/UL ratio in one CC.  Therefore, there might be needs for TDD to apply A/N bundling so as to improve the system fairness.
Table 1 – Maximal A/N overhead comparison of different schemes in carrier aggregation for TDD

	Scheme
	Maximal A/N Overhead

	
	1 CCs
	2 CCs
	3 CCs
	4 CCs
	5 CCs

	#1: Full Multiplexing
	8 bits
	16 bits
	24 bits
	32 bits
	40 bits

	#2: Subframe Bundling
	2 bits
	4 bits
	6 bits
	8 bits
	10 bits

	#3: Spatial Bundling
	4 bits
	8 bits
	12 bits
	16 bits
	20 bits

	#4: CC Bundling
	8 bits
	8 bits
	8 bits
	8 bits
	8 bits

	#5: Subframe + Spatial Bundling
	1 bit
	2 bits
	3 bits
	4 bits
	5 bits

	#6: Subframe + CC Bundling
	2 bits
	2 bits
	2 bits
	2 bits
	2 bits

	#7: Spatial + CC Bundling
	4 bits
	4 bits
	4 bits
	4 bits
	4 bits

	#8: Full Bundling
	1 bit
	1 bit
	1 bit
	1 bit
	1 bit

	Rel-8 Multiplexing
	4 bits
	
	
	
	

	Rel-8 Bundling
	2 bits
	
	
	
	


The first question is whether there are application scenarios for power-limited cases in TDD.  Table 1 shows the A/N overhead from one to five CCs in TDD mode if DTX state is not considered in A/N feedback.  From the table, unlike FDD, the max A/N overhead is extremely large even in one or two CCs case if no bundling is applied.  Therefore, a certain level of bundling is needed for TDD; otherwise, the throughput between power-limited UEs and normal UEs would be very unbalanced.  In Rel-8, there are two A/N feedback schemes – one is A/N multiplexing and the other is A/N bundling.  For A/N multiplexing, spatial bundling is applied so as to reduce the maximal A/N overhead from 8 bits to 4 bits.  For A/N bundling, subframe, instead of spatial, bundling is applied so that the maximal A/N overhead can be further reduced and the throughput would not degrade significantly, compared to A/N multiplexing.  So the second question is whether Rel-10 carrier aggregation should have two A/N feedback schemes, just like Rel-8.  According to [8], applying any kind of bundling would introduce DL throughput degradation to a UE.  If only A/N multiplexing is applied, throughput unbalance between normal and power-limited UEs would be very serious.  However, if only A/N bundling is applied, throughput degradation for normal UEs would be very significant.  In order to take care of both normal and power-limited UEs, it is preferable to follow the same philosophy as Rel-8 to have two different A/N feedback schemes.
Now the third question is which A/N bundling scheme is more preferable.  Currently, there are three dimensions for A/N bundling – spatial domain, subframe domain, and CC domain.  Since subframe bundling already exists in Rel-8 TDD, it is preferable to keep it in Rel-10 carrier aggregation due to no new operation or extra overhead in DCI.  So the question becomes whether we should introduce additional bundling schemes to further reduce A/N bits.  From Table 1, scheme #2 provides the same maximal A/N overhead as FDD.  Since it was agreed that no CC bundling is applied in FDD, there is no good reason to apply it in TDD.  Therefore, the only left schemes in Table 1 are scheme #2 and scheme #5.  Considering that 2-CC is the most common application scenario in Rel-10 carrier aggregation and PUCCH format 1b can support 2 bits only, scheme #5 is slightly preferable.
Proposal #1: For TDD carrier aggregation, both subframe and spatial bundling are applied in A/N feedback for power-limited UEs.

3 Discussion on Maximal Number of Bits for A/N Multiplexing for TDD
According to the discussion in previous section, it is preferable to have two different A/N feedback schemes, just like Rel-8 TDD, to take care of both normal and power-limited UEs.  For A/N bundling, the first priority is to provide enough uplink link budget for power-limited UEs with limited degradation on achievable peak throughput.  On the contrary, for A/N multiplexing, the first priority is to maximize achievable peak throughput for normal UEs.  From Table 1, the A/N overhead for full multiplexing scheme is extremely high.  It may results in more UEs categorized into power-limited cases and thus largely degrades the system throughput.  To avoid this problem, a certain level of bundling is needed.
The first question is which A/N bundling scheme is more preferable in A/N multiplexing for Rel-10 carrier aggregation.  Since Rel-8 A/N multiplexing applies spatial bundling, there should be no problem for Rel-10 carrier aggregation applies the same scheme in A/N multiplexing.  In addition, applying spatial bundling introduces less performance impact in both low-speed and high-speed scenarios, compared to subframe bundling and CC bundling.  With spatial bundling, the maximal A/N overhead for A/N multiplexing in carrier aggregation is reduced to 20 bits.  Though the overhead is still extremely high, considering that 2-CC is the most common application scenario in Rel-10 carrier aggregation and further A/N bundling would introduce more loss on achievable peak throughput, 8-bit maximal A/N overhead for 2-CC is acceptable.
In order to further enhance the maximal achievable peak throughput, spatial bundling sometimes may be disabled by eNodeB configuration.  Since the maximal A/N overhead for 2-CC full multiplexing scheme, 16-bit, is still in the range of the suggested maximal A/N overhead, it will not affect 2-CC operation, which is the most common application scenario in Rel-10 carrier aggregation, even if spatial bundling is disabled.  Therefore, it is preferable to have this option in A/N multiplexing, from the system throughput perspective.
Proposal #2: For TDD carrier aggregation, maximal A/N overhead is limited to 20/21 bits.
Proposal #3: For TDD carrier aggregation, spatial bundling is applied in A/N multiplexing for normal UEs.  The spatial bundling in A/N multiplexing is able to be disabled by eNodeB configuration.
4 Conclusion
This paper discusses A/N feedback designs for TDD carrier aggregation and expresses our views on related issues.  In order to take care of both normal and power-limited UEs, it is preferable to follow the same philosophy as Rel-8 to have two different A/N feedback schemes in Rel-10 – A/N bundling for power-limited UEs and A/N multiplexing for normal UEs.  For A/N bundling, CC bundling is not preferable since it may introduce extra overhead in DCI and it was agreed that no CC bundling is applied in FDD.  For A/N multiplexing, the maximal A/N overhead is preferable to be 20/21 bits due to the consideration of maximizing achievable peak throughput.  The spatial bundling can be enabled by eNodeB to further reduce the A/N overhead in A/N multiplexing.  The followings are our proposals.
Proposal #1: For TDD carrier aggregation, both subframe and spatial bundling are applied in A/N feedback for power-limited UEs.
Proposal #2: For TDD carrier aggregation, maximal A/N overhead is limited to 20/21 bits.
Proposal #3: For TDD carrier aggregation, spatial bundling is applied in A/N multiplexing for normal UEs.  The spatial bundling in A/N multiplexing is able to be disabled by eNodeB configuration.
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