3GPP TSG RAN WG1 Meeting #62
                         R1-104923
Madrid, Spain, 23-27 August, 2010

Source:
NTT DOCOMO
Title:
Further Investigation on UE-Specific Search Space Design for Carrier Aggregation
Agenda Item:
6.2.1.1
Document for:  Discussion and Decision
1. Introduction

At the RAN1#61 meeting, the following points were agreed upon regarding the UE-specific search space (SS) for cross-carrier scheduling.
· For a given UE, search spaces located on a PDCCH CC are individually defined per aggregation level for each PDSCH/PUSCH CC linked to the PDCCH CC

· A UE’s search spaces on a PDCCH CC are shared in case of same DCI size

At the RAN#61bis meeting, further details on the UE-specific SS design were discussed and the following agreement was reached.

· Same hashing function (offset between search spaces for different CCs is not a function of the subframe number)

· CC-specific offset

· Offset is a function of (at least) CIF

· FFS until RAN1#62

· No additional RRC signalled parameters

· Additional refinements FFS

This contribution presents the remaining issue regarding the UE-specific SS design for carrier aggregation.
2. Offset Design Between UE-Specific SSs for Different CCs
In the following discussion, SS#n (n = 0, 1, .., N1) is defined as the SS on CC#n without cross-carrier scheduling. When cross-carrier scheduling is performed, we assume that SS#1 to SS#(N1), each of which is respectively associated with PDCCH CC#1 to CC#(N1), are individually located on CC#0 only as shown in Fig. 1. For simplicity, the SS for 1 CCE aggregation level is described.
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Figure 1 – SS definition
For a given UE, SSs located on a PDCCH CC are individually defined per aggregation level for each PDSCH/PUSCH CC linked to the PDCCH CC. Furthermore, in order to maintain the same SS location with and without the CIF, the CCEs of the SS derived from the same PDSCH/PUSCH CC should be kept the same even when the CIF is configured, i.e., the staring position of SS#0 is defined as in Rel. 8. The CCEs corresponding to PDCCH candidate m of SS#0, 
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where 
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 is the slot number within a radio frame, m=0,…, ML1, ML is the number of PDCCH candidates to monitor in the given search space, 
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To define the CCEs of other SSs, the use of the same hashing function with offset (the offset between SSs for different CCs is not a function of the subframe number) among different CCs was agreed upon. The same hashing function with an offset has been so far investigated in [2] – [7]. In this method, the CCEs of SS#n (n = 1, .., N1), 
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where 
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 represents the offset value. In the contribution, we consider consecutive assignment, equal-spacing assignment, and UE-specific assignment, which are defined as
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where 
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In Eq. (5), the UE-specific offset is added to consecutive assignment when 
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. On the other hand, either equal-spacing assignment or consecutive assignment is applicable when 
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. In Fig. 2, examples of a SS using consecutive assignment, equal-spacing assignment, and UE-specific assignment are shown.
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(a) Consecutive assignment
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(b) Equal-spacing assignment
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(c) UE-specific assignment
Figure 2 – Example of same hashing function
3. Performance Evaluation

The blocking probabilities with and without SS sharing are evaluated assuming the same DCI size. In the evaluation, we employed the following schemes.
· Consecutive assignment
· Equal spacing assignment

· UE-specific assignment 

The blocking probability is evaluated as a function of the number of CCEs, which corresponds to different system bandwidths and control region sizes indicated by the control format indicator (CFI) values. Two CCs are considered in the simulations hereafter. The PDCCH is assumed to be transmitted only from CC#0. The number of UEs, NUE, is set to five and ten and the aggregation level of each UE is randomly assigned with the corresponding probability as shown in Table I. The number of aggregated CCs per UE is the same as the number of CCs. The size of the individual UE-specific SS is the same as that for Rel. 8. The blocking probability of a Rel. 8 system is also simulated as a reference. For fair comparison, the number of UEs in the Rel. 8 system is set to N x NUE.
In the simulation, a simple CCE assignment method is employed for the evaluation. In the evaluation, the C-RNTI and CCE aggregation level are generated randomly and the unused CCE is randomly selected. This operation is successively performed for NUE. 
Table I. CCE Aggregation Level Distribution
	CCE aggregation level
	1
	2
	4
	8

	Probability
	0.60
	0.20
	0.15
	0.05


Figures 3 and 4 show the blocking probability when NUE = 5 and 10, respectively. We can see that when SS sharing is not employed, the blocking probability for equal spacing assignment and UE-specific assignment exhibits better performance than that for consecutive assignment since SSs for multiple CCs with equal spacing assignment and UE-specific assignment are distributed over the entire CCE region. However, even with consecutive assignment, the same performance is observed compared to that for Rel. 8. 
When SS sharing is employed, the blocking probability is improved, since the blocked DCI can be sent in different SSs. The UE-specific assignment provides the lowest blocking probability. On the other hand, the performance improvement achieved by equal spacing assignment is not as large as that for UE-specific assignment. This is because, if SS#0 is blocked by the SS of another UE, SS#1 is also likely to be blocked sequentially due to the same offset among SSs for all the UEs.
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Figure 3 – Blocking probability (NUE=5)
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Figure 4 – Blocking probability (NUE=10)
Figures 5 and 6 show the consecutive blocking probability defined as the probability of more than one PDCCH of a UE being blocked by the PDCCH of another UE over two consecutive subframes. The consecutive blocking probability is lower than the blocking probability in Figs. 3 and 4. Comparing different schemes, the performance difference becomes smaller compared to that for the blocking probability. We see the performance improvement by UE-specific assignment only when SS sharing is possible for NUE=5.
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Figure 5 – Consecutive blocking probability (NUE=5)
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Figure 6 – Consecutive blocking probability (NUE=10)
4. Conclusion

This contribution discussed further details regarding the UE-specific SSs for carrier aggregation, i.e., the CCEs of the SSs for cross-carrier scheduling. We considered three UE-specific SS assignment schemes for different offsets among SSs, i.e., consecutive assignment, equal-spacing assignment, and UE-specific assignment. From the viewpoint of blocking probability, we make the following observation.
· CIF-based offset only
· Equal-spacing assignment provides slightly better performance than consecutive assignment.
· Consecutive assignment yields an identical or better blocking probability compared to Rel. 8 SS.

· UE-specific offset in addition to CIF-based offset
· UE-specific offset improves the blocking probability especially when SS sharing is applied.

Based on these observations, we currently have a slight preference for UE-specific offset assignment since it is not complex and improves the blocking probability.
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