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1 Introduction
In RAN1 #61bis meeting, the followings were agreed for the PDCCH search space (SS) design for the cross-carrier scheduling [1];

· Same hashing function (offset between search spaces for different CCs is not a function of the subframe number)

· CC-specific offset

· Offset is a function of (at least) CIF

· FFS until RAN1#62

· No additional RRC signalled parameters

· Additional refinements FFS

The details of the CC-specific offset between SSs for different CC remain for further study. In this contribution, we discuss possible approaches for the offset values and evaluate the UE blocking probability with various offsets.
2 Details of CC-specific offset
The search space of the c-th CC (c = 0, 1,…, C-1), where the number of active CC is C, can be defined by single Rel-8 hashing function and the CC-specific offset as described below. 
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The “CC-specific offset” can be generally expressed by (Index)*(Granularity)+(Shift). The SS configuration with CC-specific offset is described in the Figure 1.
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Figure 1. SS configuration with CC-specific offset

“Index” represents the code point of each SS. As an index value, CC index, c, counted based on the active CCs or CIF can be considered. “Granularity” denotes the maximum number of PDCCH candidates between two indices. The number of PDCCH candidates at the CCE aggregation level L (M(L)) or larger value than the M(L) can be used for the granularity. “Shift” means the CC-specific shift value of each SS, the CIF or CC index can be considered for the shift value. 
According to variation of the “Index”, “Granularity”, and “Shift”, the following options can be considered for the CC-specific offset:
· Option 1 (Consecutive): 
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In option 1, the CC index, c, is used for the “Index” and the M(L) is used for the “Granularity”. With this option, SS’s for the cross-scheduled CCs are configured consecutively from the Rel-8 SS of the self-scheduled CC. Thus, the Rel-8 SS’s of different UEs are overlapped, SS’s of the cross-scheduled CCs are always consecutively overlapped. There could be a SS reconfiguration issue during CC activation/deactivation or during CIF reconfiguration when the CC index, c is a kind of CC ordering.
· Option 2 (Consecutive + CIF shift): 
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In option 2, the CC index, c, M(L) , and CIF are used for the “Index”, “Granularity”, and ”Shift”, respectively. The “Shift” value is the only difference with option 1. With the CIF shift, SS’s for the cross-scheduled CCs can be located CC-specifically according to the CIF value assigned to UEs even in case that the Rel-8 SS’s of different UEs are overlapped. It’s recommended that the CC index used for the “Index” should be ordered with CIF values in order to avoid the self-overlapping.
· Option 3 (CIF index): 
[image: image5.wmf](

)

ë

û

{

}

i

L

N

M

CIF

m

Y

L

S

k

CCE

L

c

K

L

c

k

+

×

+

+

=

/

mod

,

)

(

)

(

,


In option 3, the CIF and M(L)  are used for the ”Index” and “Granularity”, respectively. In this option, SSs of the cross-scheduled CCs are located according to the CIF value, and can have sparse SS positions depending on CIF values assigned to CCs configured for a UE. If there is enough number of CCEs, the PDCCH blocking probability can be lower than the option 1 since the CIF value can randomize the starting CCE index of each SS. However, the number of CCEs is not enough, the starting CCE index of each SS can be overlapped and this can cause the self-overlapping and higher PDCCH blocking probability.
· Option 4 (Equal spacing): 
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In option 4, the CC index is used for the “Index”, and “Granularity” is set as the number of CCEs divided by the number of active CCs. The distance between adjacent SS’s is maximized and the each SS is located with equal spacing in the scheduling CC. In order to maintain the maximum distance between adjacent SSs, the CC index should be used for the “Index” value (i.e. ascending order value should be used). 
· Option 5 (Equal spacing + CIF shift): 
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In option 5, the CIF is used for the “Shift” based on the option 4. With this option, the distance between adjacent SS’s is differently configured according to the CIF shift while most of design principle is maintained with option 4. That is, in order to maintain the maximum distance between adjacent SSs, the CC index should be used for the “Index” value (i.e. ascending order value should be used). With the CIF shift, SS’s for the cross-scheduled CCs can be located CC-specifically according to the CIF value assigned to UEs even in case that the Rel-8 SS’s of different UEs are overlapped. 
· Option 6 (Hybrid of option 1 and 4):

In option 6, different SS offsets with option 1 (consecutive) and option 4 (equal spacing) are applied according to CCE aggregation level L, for example, option 1 and option 4 can be applied for the case of L=4, 8 and for the case of L=1,2, respectively. With this option, there could be a possibility that mutual overlapping between UEs would be reduced when different CCE aggregation level (i.e. different offset) is allocated to each UE. 
3 Performance evaluation
3.1 Simulation environment
Table 1 summarizes simulation parameters to evaluate the UE blocking probability which is the number of UE blockings normalized by the number of total UEs during simulation time.

Table 1. Simulation Assumption

	Parameters 
	Assumptions 

	1)  Number of CCs
	2

	2)  Number of CCEs
	80, 40

	3)  Number of PDCCHs per UE
	2

	4)  UE scheduling
	Random

	5)  PDCCH assignment among candidate position in a SS
	Random

	6)  SS sharing
	On, off

	7)  UE’s aggregation level distribution [3]
	L1=50%, L2=40%, L4=7%, L8=3% 

	8)  Number of drops and number of subframes with a single drop
	10000 and 10


1. For every drop, two SS’s for two CCs are configured for each UE according to the CC-specific offset options discussed in the above section.

2. Regarding UE scheduling methods, the random scheduling is used. The random scheduling chooses UEs in a queue with a random order regardless of the CCE aggregation level. 
3. If a SS is configured, a PDCCH can be scheduled on any one of PDCCH candidate positions within a SS. In our simulation, a PDCCH is scheduled on a randomly selected PDCCH candidate among available PDCCH candidate positions which is not assigned for other PDCCHs, i.e. not selected by ascending or descending order among available PDCCH candidates. As a result, a PDCCH blocking is counted when there is no more available PDCCH candidate in the assigned SS region. The UE blocking is counted if at least one PDCCH among 2 PDCCHs per UE is blocked.
4. The SS sharing for the same size of DCI format is agreed in the #61 meeting [2], and we simulate the UE blocking probability considering the SS sharing option. With the SS sharing, a PDCCH can utilize both SS’s, i.e., self-SS and cross-SS. Without the SS sharing, all PDCCHs are scheduled only within a designated SS. 

3.2 UE blocking probability
In this section, we show the UE blocking probability according to the various CC-specific offset options. For comparison, six options discussed in section 2 are evaluated. For option 6 (hybrid scheme), option 4 and 1 are used for CCE aggregation level (1, 2) and (4, 8), respectively. 
For the UE blocking probability performance comparison, we define the “sparseness” of each option for the explanation. The sparseness represents that how sparse the SSs within a UE are distributed over the UE’s entire SS range. 
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Figure 2. UE blocking probability in case of 80 CCEs

Figure 2 shows the UE blocking probability in case of 80 CCEs. Without SS sharing, option 4 (equal spacing) shows the best performance due to the fact that the SS’s are widely spread than other options. The option 4 guarantees an equal distance between adjacent SS’s. And then, option 5 (equal spacing+shift) also shows the comparable performance, which has better UE blocking probability than option 1 (consecutive), 2 (consecutive+shift), 3 (CIF index), and 6 (hybrid scheme). That is, the sparseness of the option 4 and option 5 is larger than other options. Option 1 shows the worst UE blocking probability performance regardless of the SS sharing option due to its consecutiveness and the smallest sparseness. In case of SS sharing, it seems that the UE blocking probability performance difference of each option is reduced than the case of no SS sharing. When the number of UEs is larger (more than 5 UEs in the figure), all the options have the similar performance. However, it is observed that option 6 (hybrid scheme) can achieve lower blocking probability than other options with small number of UEs (5 UEs in the figure) because each UE could have an independent aggregation level and mutual overlapping between UEs can be reduced. 
Figure 3 shows the UE blocking probability in case of 40 CCEs. We can observe almost the same performance tendency with the case of 80 CCEs. Without SS sharing, options 4 (equal spacing) and 5 (equal spacing+shift) also show better performance than other options because of higher sparseness property. Whereas the option 3 (CIF index) shows better UE blockings than option 1 (consecutive) in case of 80 CCEs, the UE blocking of option 3 is higher than the option 1 in 40 CCEs case. If there is a small number of CCEs in the system, SS starting CCE indices cannot be sufficiently randomized according to the CIF values. The restricted number of resources can cause the self-overlapping. With SS sharing, the performance difference of each offset options is much smaller than the case of 80CCEs.
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Figure 3. UE blocking probability in case of 40 CCEs
So far, we discuss options for the CC-specific offset details, and show some evaluation results. Base on the above observation, we can conclude that the “Granularity” is dominantly affect on the UE blocking probability, and the “Shift” and “hybrid scheme” can be helpful for the further blocking reduction. In addition, when we choose one options among candidates, no SS sharing case may be considered first rather than SS sharing case because SS sharing occurs only in case that two PDCCH in a UE have the same DCI size.
4 Summary

In this contribution, we discussed about the CC-specific offset for the SS of the cross-scheduled CCs and evaluate possible options in terms of the UE blocking probability. Our results have shown that the option 4 (equal spacing) would provide the best performance in terms of UE blocking probability in case of no SS sharing. This implies that there is potential gain of equal and maximum distribution between SS’s, and the “Granularity” is dominantly affect on the PDCCH blocking probability when we design the CC-specific offset for the cross-carrier scheduling. This is because those offsets with equal spacing show better sparseness. Furthermore, UE-specific shift or hybrid scheme can be helpful for the blocking probability reduction between UEs because the distance between the self-scheduled CC’s SS and the cross-scheduled CC’s SS is uniquely determined according to the UE’s offset value or aggregation level.  
Based on the simulation results and discussions above, we think that the following CC-specific offset options should be considered for the cross-carrier scheduling.

1. Option 4 (equal spacing) should be considered as baseline for the CC-specific offset
2. Option 5 (equal spacing + CIF shift) and option 6 (hybrid of consecutive and equal spacing) can be also considered for the CC-specific offset for further UE blocking reduction especially in case of the SS sharing
3. To avoid SS ambiguity during CI reconfiguration and CC activation/deactivation, option 3 (CIF index) is also supportable for the CC-specific offset 
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