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1
Introduction
In LCR TDD HSUPA, with the orthogonal uplink shared channel, as well as joint detection and 8-antenna uplink receiving beam-forming used in commercial deployment, from interference management perspective it is much more important to control inter-cell interference compared to intra-cell interference.  Hence in contrast to UTRA FDD HSUPA, interference-over-thermal (IoT) is a more important metric for uplink interference management compared to Rise-over-thermal (RoT).

LCR TDD HSUPA currently uses an SNPL-based method to control inter-cell interference assuming the system load is uniformly distributed. However, this assumption doesn’t hold for commercial deployment as most of the cells are partially loaded with loading variations.  Such mechnism leads to pessimistic cell edge data rates and throughput.  In this contribution, we suggest a new potential approach for inter-cell interference management to be optimized for partial loading conditions and suggest establishing a RAN work item in this area.
2
Problem description
In order to get higher spectrum efficiency, LCR TDD HSUPA nodeB could apply an aggressive uplink ROT or its own load target given uplink orthogonality and smart antenna receivers.  However, to guarantee uplink stability, the nodeB is responsible for the mangement of inter-cell interference caused by its E-PUCH scheduling on neighbor cells. According to the current standards, the inter-cell interference management is conducted via SNPL in scheduling request from UE.  

There are two types of SNPL in current specification: [3]
SNPL type 1: 
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     SNPL type 2: 
The shortcoming of SNPL-based inter-cell interference management is that, the load information of neighbor cells is just assumed to be uniformly distributed but not considered accroding to actual condition, which causes inefficient usage of air resource and throughput degradation in case of partial load. We provide an example below.
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Figure 1.  Example of Loading Dynamics in LCR TDD HSUPA

There are two UEs, UE1 and UE2, in current serving cell, and they are respectively closer to cell1 with high load and cell2 with low load. The same SNPL value is reported by UE1 and UE2 to the current serving cell. In fact, as cell2 has low load, it can tolerate higher inter-cell interference thus UE2 should transmit its E-PUCH with higher transmit power to improve its throughput performance. In the same way, as cell1 has high load, it would mandate lower inter-cell interference thus UE1 should transmit its E-PUCH with lower transmit power to maintain the system stability.  With current mechanism both UEs will be limited to the same headroom by SNPL measurement.
3
Potential solution
We suggest a solution that have the potential merit to effectively manage the inter-cell interference in vairous load conditions for LCR TDD HSUPA as described in this section.  First of all,
· Each UE should get the load information along with the pathloss of its neighbor cells.
· NodeB should precisely estimate the inter-cell interference caused by its intended E-PUCH scheduling on its neighbor cells.

Based on the analyses above, a new approach is proposed as below.
1. A new channel: Loading Indication Channel(LICH)
Each NB broadcasts its loading information of each HSUPA carriers. Then UE gets the loading information of all its adjacent cells.
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Figure 2.  LICH solution Illustration

2. UE scheduling information(SI) optimization
At UE side, the scheduling information(SI) is generated as the figure below. The loading information of each neighbor cells is taken into consideration for SNPL calculation.  The modification is illustrated in Figure 3, where SNPL computed is based on weighted path loss from each cell, where the weighting is based on the uplink load of each cell.  In the figure below the The pathloss of the high-loaded cells have bigger weights than that of low-load cells.
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Figure 3. Proposed SNPL Computation Modification
3
Conclusion

The shortcoming of current SNPL-based inter-cell interference management in LCR TDD HSUPA is discussed.  We propose a potential new approach for effective interference management for dynamic loading conditions and propose the working group to establish a work item on this technical area.
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