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1 Introduction
In RAN #61, more discussions on the feedback framework and the related UL control signaling on PUCCH and PUSCH were held. The following decisions were taken regarding the feedback framework [1]
· A precoder W for a subband is obtained as a matrix multiplication of the two matrices (Wk , k = 1, 2)
· Note that two codebooks need to be designed

· Note that a kronecker structure is a special case

· Note that the matrices can have block structure (e.g. block diagonal)

· Some codebook proposals may require explicit normalization
· FFS whether matrix multiplication means W1·W2 and/or W2·W1.

· For 8 Tx, the precoder W can take on the form of

· For rank 1, at least 16 different beams (grid of beams) for co-polarized ULA

· The beams fully utilize all PAs and each beam achieves the maximum possible array gain

· Example: DFT based precoder vectors

· For rank 1 and rank 2, at least 8 different beams (grid of beams) for each group of 4 co-polarized antennas in the closely spaced cross-polarized setup

· The beams fully utilize all PAs and each beam achieves the maximum possible array gain

· Example: DFT based precoder vectors

· Additional precoders are not precluded
· Note that statements regarding achieving maximum array gain do not preclude further study of other alphabets e.g. 8PSK

· At least for a (configurable) subset of the precoders W obeys the following properties

· Full PA utilization property, i.e.,

[WW*]mm=, (m, (W
· Orthogonal columns with same norm (unitary precoding)
· Study further precoders that do not obey the properties described above.
In Dresden #61bis meeting, it was concluded that 4Tx feedback enhancement has priority over 8Tx feedback design.
In this contribution, we discuss how to build a unified feedback framework for Rel. 10 based on PMI/RI/CQI feedback, inline with the current agreement.
Our proposal is inline with our previous contributions in Montreal #60 and Dresden #61bis meeting [2,3], where we showed the benefits of a W2W1 structure. Regarding 8Tx framework, we extend the codebook design up to rank 8.
2 General Design Principles of the Recommended Precoder

The current feedback framework, based on a double codebook structure, allowing the report of wideband/long term properties W1 and a frequency-selective/short term properties W2 has been agreed because of its potential benefits to increase the feedback accuracy and reduce the feedback overhead.
The design of the feedback mechanisms to support CL MU-MIMO and CL SU-MIMO in Rel. 10 should consider the following aspects:
· Prioritize the deployment scenarios that were agreed in the evaluation methodology [4,5]: cross-pol and ULA deployments with closely spaced antennas for both 4Tx and 8Tx. 
· In 4Tx, large antenna spacing is also an important deployment scenario [6]. However, it is well known that the benefits of MU-MIMO in such largely spaced antenna configuration is relatively limited.
· High feedback accuracies to benefit from CL MU-MIMO. Higher feedback accuracies are mainly beneficial for low RI feedback.
· Keep low feedback overhead as much as possible 
· A unified design of SU and MU-MIMO feedback should be supported if possible.
· Control signaling on PUCCH and PUSCH to support the new feedback framework should re-use as much as possible Rel. 8 approach.
· The same feedback principles for an enhanced 4Tx design and the new 8 Tx antenna design.
· As it was agreed on the email reflector [7] “Strive to use the same Rel.10 feedback principles for an enhanced 4Tx design and the new 8 Tx antenna design.”
· In 4Tx, the new feedback framework should target enhancement of Rel. 8 4Tx feedback while keeping as many similarities as possible with Rel. 8. 
· Rel. 8 4Tx feedback has been implemented already by many companies and the double codebook structure should therefore be applied to 4Tx whenever enhancement is expected.
· For instance, if the double codebook structure does not bring any enhancement for rank 3 and 4, there should not be any reason to change something that has been already implemented.
· Whenever the enhancement is performed, e.g. rank 1 and rank 2, the double codebook should re-use the core features of Rel. 8 in order to limit the implementation changes. 
· For instance, the double codebook structure should re-use the Rel. 8 4Tx codebook, the RI, the wideband PMI and the wideband CQI of Rel. 8. 
· In 8Tx, on the other hand, we design 8Tx design from scratch. Hence, more flexibility is available in the design.
3 Recommended Precoder Structure based on W2W1
In [8], a couple of companies share the same view on how to proceed with the feedback framework. The proposal is based on W2 W1 structure. Our proposal is inline with that joint proposal and writes as follows.
Denoting the number of transmit antennas as Nt, the rank (corresponding to RI report) as R and relying on the notation agreed in [9], i.e. 

· W1(C1 and W2(C2
· W1 targets wideband/long-term channel properties

· W2 targets frequency-selective/short-term time channel properties,

we propose the recommended precoder W for a subband to be build as

W=W2 W1                                                                                   (3.1)
where

· The recommended precoder W is a Nt x R unitary precoding matrix
· The outer matrix W1 (C1 is a tall Nt x R unitary precoding matrix
· The inner matrix W2 (C2 is a square unitary Nt x Nt diagonal matrix, i.e.
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4 C1 and C2 Codebooks 

4.1 4Tx Design

In 4Tx, we apply the double codebook structure (Wk, k=1,2) to rank 1 and 2 only and keep Rel. 8 for rank 3 and 4. We indeed believe that the double codebook structure doesn’t have much performance benefits for rank 3 and 4.

For rank R=1, 2, a precoder W for a subband is the matrix multiplication of the two matrices W2 and W1, 
W=W2 W1
where codebooks C1 and C2 are given as
· C2 ={C2,0,…, C2,7} is a 3-bit codebook and W2 is a square unitary 4 x 4 diagonal matrix selected in C2, 
· k=0,…,3:     
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· k=4,5: 
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· k=6,7: 
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· C1 is Rel. 8 4Tx rank-1/2 codebook and W1 is a tall Nt x R matrix selected in C1
For rank R=3, 4, a precoder W for a subband is selected in Rel. 8 4Tx rank-R codebook
Note that the proposed codebook for 4Tx has slightly been updated compared to #61bis proposal [3] in order to improve the performance in dual-polarized channels.
4.2 8Tx Design

For 8Tx, both codebooks C1 and C2 have to be designed. The proposed structure in 8Tx is a direct extension of the 4Tx structure. In [3], the detailed motivation behind the 8Tx codebook structure was explained. Extending that approach to higher ranks codebooks, we get the following framework 
W=W2 W1                                                                      (3.6)
where

· The outer matrix W1 (C1 is a tall Nt x R unitary precoding matrix writes as
· Rank 1: 
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· Rank 2:
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· Rank R:
· R odd: 
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· R even: 
[image: image11.wmf]ú

û

ù

ê

ë

é

-

-

=

C

C

A

A

C

C

A

A

W

f

f

f

f

j

j

j

j

e

e

e

e

r

...

...

2

1

1

                                                     (3.9)
with A, B, …, C DFT vectors orthogonal to each other.
· The inner matrix W2 (C2 is a square unitary Nt x Nt diagonal matrix, i.e.
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   where 
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In W2, 
· 
[image: image15.wmf]Θ

 enables to track spatial correlation structure (i.e. DFT structure) at the subband level on antenna 0 to 3 and antenna 4 to 7. Given the labelling of antennas agreed for 8Tx evaluation, antennas 0 to 3 belong to one polarization and antenna 4 to 7 to the other polarization. In single-polarized case, all antennas belong to the same polarization.

· 
[image: image16.wmf]a

 is a complex scalar that accounts for the variation of the channel at the subband level.
Such proposal is motivated by the fact that
· The overhead of W2 and W1 should be balanced in order to be reported on the PUCCH. A payload size for the wideband precoder W1 beyond 4 bits would likely imply that more than 11 bits for the wideband report is necessary. The wideband report would then be less robust than Rel. 8, which is not recommended. 

· In a practical channel with closely spaced antennas and reasonable angle spread, the DFT structure of the channel is observable at the subband level with a higher accuracy than at the wideband level. Hence further DFT refinement at the subband level is worth to be provided on top of the e.g. 4 bit quantization provided by the wideband precoder W1. A 4bit DFT codebook in 8Tx provides a relatively coarse quantization that can be further refined at the subband level.
· In [10,11], it is observed that a 5-bit DFT codebook provides non-negligible performance gain over a 4-bit DFT codebook. 

Codebook proposal
Assuming closely spaced antennas, and therefore the use of DFT beamformers on each polarization, multiple simple codebooks can be obtained. We provide two examples on how to design such codebooks. All designs are motivated by the structure (3.6)-(3.10).

Let us first define the following 4x4 DFT matrices

· 
[image: image17.wmf]1

1111

11

1

DFT

1111

2

11

jj

jj

éù

êú

--

êú

=

êú

--

êú

--

ëû

,

· 
[image: image18.wmf]/43/4

21

DFT{1,,,}DFT

jj

diageje

pp

=

, 

· 
[image: image19.wmf]/82/83/8

31

DFT{1,,,}DFT

jjj

diageee

ppp

=

, 

· 
[image: image20.wmf]3/86/89/8

31

DFT{1,,,}DFT

jjj

diageee

ppp

=

,

For simplicity, let us denote by Dl,k the kth column of the lth DFT matrix (i.e. DFTl).
In this proposal, C1 for rank r, with r=1,…,2 is made of 16 elements, for r=3,4, C1 is made of 8 elements while C1 for rank r, with r=5,6,7,8 is made of 4 elements.

This enables to divide the 64 entries (16+16+8+8+4+4+4+4) into 4 subsets of 16 entries. To indicate one of those subsets, 2 bits is required. Hence 2 bits are used to indicate whether the selected subset corresponds to rank-1, rank-2, rank-3,4 or rank-5,6,7,8. More details are provided in the control signaling contribution [12].
Codebook C1
The codebook C1 for rank 1 to rank r, denoted as C1,r , writes as
· Rank 1 codebook C1,1 is build by taking columns 1 to 16 of the following matrix
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Those 16 vectors are 8Tx DFT vectors.
· Rank 2 codebook C1,2  is made of the following 16 matrices
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It is obtained by simply taking rank 1 codebook and adding orthogonal columns based on equation (3.25), 
· Rank 3 codebook C1,3 is made of the following 8 matrices
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where k=1,2 and m=k+2.
· Rank 4 codebook C1,4 is made of the following 8 matrices
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where k=1,2 and m=k+2. 

· Rank 5 codebook C1,5 is made of the following 4 matrices
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where k,m,n take the following values (k,m,n)=(1,2,3).
· Rank 6 codebook C1,6 is made of the following 4 matrices
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where k,m,n take the following values (k,m,n)=(1,2,3).
· Rank 7 codebook C1,7 is made of the following 4 matrices
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where k,m,n,p take the following values (k,m,n,p)=(1,2,3,4).
· Rank 8 codebook C1,8 is made of the following 4 matrices
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Codebook C2
Here again, the number of codewords allocated to 
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needs to be carefully investigated. The size of C2 is fixed to 3bits for rank 1 to 4. Such codebook C2 writes as

· for rank 1 
· 
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· for rank 2,3,4 

· 
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· for rank 5,6,7,8
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5 Qualitative comparisons with 4Tx W1W2 (adaptive codebook) proposals
Adaptive codebooks have been proposed in [13,14,15].
	Proposed W2 W1 
	Adaptive codebook W1 W2 

	no explicit normalization 
	explicit normalization 

	alphabet limited to PSK 
	Unconstrained (non-PSK) alphabet

	W constant modulus
	W not constant modulus

	W1 is the Rel. 8 codebook

	W1 is a correlation matrix
The structure of the correlation matrix may vary significantly depending on the averaging period, which complicates the design.

Some strong assumptions on the correlation matrix structure are required to perform quantization with a reasonable number of bits

	W1 directly provides the wideband PMI

	W1 doesn’t have any relationship with a practical wideband PMI

Wideband PMI not obvious to derive. Fixing W2 to a fixed entry doesn’t guarantee any good performance

	The precoder W=W2W1 is applicable to rank > 1

	Design targets rank=1

Design for rank>1 very complicated

	Direct enhancement of Rel. 8, minimum changes in the implementation

	No direct enhancement of Rel. 8:
Cannot re-use wideband PMI of Rel. 8

CQI computation different than Rel. 8
PUCCH reporting modes different than Rel. 8

	Small overhead
	Larger feedback overhead due to a larger payload size required to quantize the correlation matrix 

	W1 is Rel. 8 codebook, known to be designed for single-polarized and dual-polarized channels
W2 is optimized for single-polarized and dual-polarized environments
	The transformation used in adaptive codebook is commonly designed for single-poalrized channels, not for dual-polarized channels, as explained in [22].

	Close to ideal performance of adaptive codebooks [16,17,18]

	Lower performance than W2W1 once the correlation matrix is quantized [18]


6 Qualitative comparisons with 8Tx W1W2 proposals
In the following table, we compare W2W1 structure with Ericsson W1W2 structure [10,19]
	Proposed W2 W1 
	W1W2 (Ericsson) [10,19]

	More general framework

Structure W2W1 enables to further increase the accuracy of the precoder W on each polarization and on each subband compared to W1W2 structure.
In the presence of time-misalignment between RF branches, structure W2W1 is potentially less sensitive to time-misalignment than structure W1W2.
	subset of structure W2W1 [2,3].
Structure W1W2 would require a larger codebook C1 size in order to get the same feedback accuracy as structure W2W1. It would create issues to report on the PUCCH.

	W2W1 directly provides the structure of the wideband PMI, building up a wideband recommended precoder exclusively based on the wideband/long term information. 
The selection of W1 is directly related to a throughput measure.
	Structure W1W2 does not provide any direct insight on the design of the wideband PMI.     
Hence the selection of W1 is therefore not related to a throughput performance.

	W2W1 has more flexibility in the PMI search than W1W2 and the big advantage that it can directly relies on the implementation of the wideband PMI already done for Rel. 8.
	W1W2 cannot directly rely on Rel. 8 implementation. Therefore a different search algorithm for W1 needs to be implemented for W1W2, which complicates the implementation.

	Structure W2W1 relies on Rel. 8 4Tx codebook for the wideband PMI W1 and easily extends Rel. 8 modes to include the report of a matrix W2.
	The benefits of W1W2 in 4Tx is very unclear (performance enhancements over Rel. 8 4Tx, how to easily re-use and extend Rel. 8 reporting modes, how to re-use Rel 8 codebooks,…)


In the following table, we compare W2W1 structure with TI W1W2 structure [20]
	Proposed W2 W1 
	W1W2 (TI) [20]

	Codebook designed to increase feedback accuracy and reduce feedback overhead while still benefiting from frequency selective W2
4bit for W1, 3bit for W2

Joint encoding not required. Simple Subset Index is used as a generalization of RI to allow for a flexible number of codewords per rank [12]
	Codebook designed with large payload size for W2 in order to benefit from subband W2 and track frequency selective channel
3bit for W1, 4 bit for W2
On PUCCH, only wideband W2 is proposed. No subband W2. Controversial with the original intention to track frequency selective channel
Because of small W1 payload size, large W2 payload size required to keep the same accuracy as W2W1. This prevents the use of subband report on PUCCH (too large overhead)
Joint encoding of RI and W1 used to allow for a flexible number of codewords per rank 

	No beam overlapping
All codewords are useful in all feedback modes
Feedback overhead smaller than Rel. 8 because subband W2 pyload size smaller than Rel. 8.
With less feedback overhead, higher DFT accuracy is achieved.
	Beam overlapping
Waste of feedback bits on PUSCH 3-1: 7 bits required where Ericsson codebook can get the same accuracy with 6bit
Waste of feedback bits on the narrow-pipe PUCCH: With wideband W1 and wideband W2, 7bits are required where only 6bit would achieve the same accuracy. 
Feedback overhead larger than Rel. 8. Controversial with the original goal of a double codebook structure
Lower DFT accuracy despite the large overhead. Maximum 4 bit DFT accuracy.

	
	W1 is square or fat matrix, suggesting that W1W2 structure increases the size of the space to quantize rather than reducing it as done classically with W1W2 [10]

	W2W1 directly provides the structure of the wideband PMI, building up a wideband recommended precoder exclusively based on the wideband/long term information. 

The selection of W1 is directly related to a throughput measure.
	Structure W1W2 does not provide any direct insight on the design of the wideband PMI.     

Hence the selection of W1 is therefore not related to a throughput performance.

	W2W1 has more flexibility in the PMI search than W1W2 and the big advantage that it can directly relies on the implementation of the wideband PMI already done for Rel. 8.
	W1W2 cannot directly rely on Rel. 8 implementation. Therefore a different search algorithm for W1 needs to be implemented for W1W2, which complicates the implementation.

	Structure W2W1 relies on Rel. 8 4Tx codebook for the wideband PMI W1 and easily extends Rel. 8 modes to include the report of a matrix W2.
	The benefits of W1W2 in 4Tx is very unclear (performance enhancements over Rel. 8 4Tx, how to easily re-use and extend Rel. 8 reporting modes, how to re-use Rel 8 codebooks,…)


7 UL control signaling

To support such feedback framework, new reporting modes are necessary. We propose the reporting modes for Rel. 10 UEs to be based on the following design principles [12]:

· W1 (C1 can be seen as a precoding matrix while W2 (C2 is a matrix, i.e. W1 (C1 can be reported and used on its own and a CQI can be computed assuming W1 (C1 is the recommended precoder while W2 (C2 cannot be used on its own and always relies on the report of W1 (C1.
· Whenever a reporting mode requires the report of a matrix indicator from C1 and not the report of a matrix indicator from C2, the final recommended precoder can be assumed as W = W1. In the proposed feedback framework, it would correspond to fix W2 to the identity matrix. 
· The feedback enhancement requiring the report of W1 (C1 and W2 (C2 would be applied to rank not larger than 2 for 4Tx. For rank 3 and rank 4, Rel. 8 mechanisms re-used, therefore limiting the implementation changes.
· The precoding matrix W1 (C1 is reported whenever a wideband matrix indicator is required (to reduce the feedback overhead or to report an appropriate precoder for a large RB assignment) and W2 (C2 is reported whenever a wideband matrix indicator with higher accuracy is required or whenever a subband matrix indicator is required.
· A CQI is always computed based on the recommended precoder W, function of W1 (C1 and W2 (C2. 

· A wideband CQI is computed based on W if W2 (C2 is reported for all subbands or if W2 is reported over the wideband, otherwise the wideband CQI is computed based on W1 (C1 only. 

· A subband CQI (computed over one subband or over a set of subbands) is computed based on W, function of the selected W1 (C1 and W2 (C2  over the subbands, whenever W2 (C2 is reported, otherwise the subband CQI is computed based on W1 (C1.
· The reporting mechanism follows Rel. 8 philosophy:

· Natural extension of CQI/PMI/RI modes from Rel-8/9
· Keep a maximum of 11 bits per report on the PUCCH

· Keep as much as possible the same overhead for wideband precoder, wideband CQI, wideband spatial differential CQI as in Rel. 8 4Tx.

· E.g. 4-bit for wideband precoder, 4bit for wideband CQI and 3bit for wideband spatial differential CQI

· No change in the subband sizes

· Preference for separate encoding of RI/SI (subset index) and CQI/PMI in order to keep the same reliability as in Rel. 8
· On PUSCH, the wideband CQI/PMI, subband CQI/PMI and subband indication are jointly encoded. 

· In PUSCH 3-1, W1 and W2 can be both wideband in order to provide an accurate wideband information.
· In PUSCH 2-2, a wideband W1 and one subband W2 are reported.
· In PUSCH 1-2, a wideband W1 and multiple subband W2 (one subband W2 per subband) are reported.
· On PUCCH, the wideband PMI/CQI and subband CQI/PMI are reported in different subframes.

· As agreed in previous meeting, for PUCCH, two reporting modes are supported [12]
· CSI Mode 1: W1, W2 are signaled in separate subframes
· In our view, this mode should target subband report
· A mode 2-2 on the PUCCH is defined as an extension of PUCCH mode 2-1 to enable the report of a subband matrix indicator (corresponding to W2 (C2) and a subband CQI whose computation assumes the use of the precoder W obtained as a function of the most recently reported single precoding matrix W1 and the selected single matrix W2 over the selected subband.
· In 8Tx, RI is replaced by a Subset Index (SI) to allow for a flexible number of codewords in each rank
· In 4Tx, 3 reports are therefore necessary:
· RI 
· W1/wideband CQI
· Subband W2/subband CQI and L-bit subband indication
· In 8Tx, 3 reports are therefore necessary:
· Subset Index SI (as a generalization of RI) 
· W1/wideband CQI
· Subband W2/subband CQI and L-bit subband indication
· CSI Mode 2: W is determined by a single report confined to a single subframe
· In our view, this mode should target wideband report.
· CSI Mode 2 is an extension of PUCCH 1-1
· In 4Tx, Wideband precoder computed based on W=W1, assuming a wideband W2 equal to identity matrix, i.e. the same as Rel. 8 PUCCH 1-1 mode.
· In 8Tx, a beam group index (BGI) can be used to identify the group(s) of the beams in which the final feedback precoder is constructed from. In order to have flexible number of CWs in each rank, we propose to jointly encode RI and BGI. 2 reports are necessary:
· Joint RI and BGI

· W1/wideband W2/wideband CQI 

A more detailed description of the reporting modes for Rel. 10 is discussed in [12]. Performance evaluations in 4Tx and 8Tx are provided in [18,21].
8 Conclusions
Denoting the number of transmit antennas as Nt, the rank (corresponding to RI report) as R and relying on the notation agreed in [25], i.e. 

· W1(C1 and W2(C2
· W1 targets wideband/long-term channel properties

· W2 targets frequency-selective/short-term time channel properties,

we propose the recommended precoder W for a subband to be build as

W=W2 W1
where

· The recommended precoder W is a Nt x R unitary precoding matrix
· The outer matrix W1 (C1 is a tall Nt x R unitary precoding matrix
· For 4Tx, C1 is Rel. 8 4Tx codebook

· For 8Tx, C1 is designed following the same principles as Rel. 8 4Tx codebook, i.e. PSK alphabet, constant modulus. It can be motivated by the following structure
· Rank 1: 
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· Rank 2:
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with A a DFT vector.
· The inner matrix W2 (C2 is a square unitary Nt x Nt diagonal matrix
· For 4Tx, W2 (C2 has a mixture of the following structures
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· For 8Tx, W2 (C2 has the following structure
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 a complex scalar with 
[image: image58.wmf]1

a

=

.
The reporting mechanism follows Rel. 8 philosophy:

· Natural extension of CQI/PMI/RI modes from Rel-8/9

· On PUSCH, the wideband CQI/PMI, subband CQI/PMI and subband indication are jointly encoded. 

· On PUCCH, two reporting modes are supported
· CSI Mode 1: W1, W2 are signaled in separate subframes

· This mode should target subband report
· For both 4Tx and 8Tx, a mode 2-2 on the PUCCH is defined as an extension of mode 2-1 to enable the report of a subband matrix indicator (W2) and the subband CQI
· In 8Tx, a subset index is introduced as a generalization of the Rel. 8 RI 
· CSI Mode 2: W is determined by a single report confined to a single subframe

· This mode should target wideband report and is seen as an extension of PUCCH more 1-1
· In 4Tx, a wideband precoder computed based on W=W1, assuming a wideband W2 equal to identity matrix
· In 8Tx, a beam group index (BGI) is introduced and jointly encoded with RI
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