3GPP TSG-RAN WG1 #62
    R1-104551
Madrid, Spain, Aug 23rd- Aug 27th, 2010

Agenda item:   6.2.1.1
Source:        ZTE

Title:           PDCCH search space for cross-carrier scheduling in LTE-A
Document for:
  Discussion and decision

1 Introduction
In RAN1 #61bis meeting, further agreements have been reached on extended search spaces for multiple numbers of component carriers. Same hashing function (offset between search spaces for different CCs is not a function of the subframe number). At least, CC-specific offset will be set as a function of CIF
In this contribution, we analyze design aspects of UE-specific search spaces for scheduled component carriers. The details of search space generation are discussed for trade-off between compatibility and gain.  
2 Design of PDCCH Search Spaces

2.1  The PDCCH search spaces design in Rel-8
In Rel-8 [1], a search space
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 is defined by a set of PDCCH candidates. The CCEs corresponding to PDCCH candidate m of the search space
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 is the number of PDCCH candidates to monitor in the given search space. For the UE-specific search space
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is the slot number within a radio frame.
2.2  PDCCH UE-specific search spaces for cross-carrier scheduling
For the purpose of monitoring PDCCHs with CIF on a particular component carrier, UE-specific search spaces should be extended from Rel-8. Each UE-specific SS of CC with CIF should be determined by a kind of offset which should be a function of CIF (or at least CIF). In addition, search spaces located on a PDCCH CC for a given UE are individually defined per aggregation level for each PDSCH/PUSCH CC linked to the PDCCH CC.
We list several candidates for the search spaces design and analysis is given. In all candidates, we assume CC index with CIF value for each CC and use it as one parameter. Those candidates can be categorized as below:

Scheme 1: Consecutive:
The search space of one particular CC is consecutively located with space for another CC. The scheme can minimize the probability of overlapping between different CCs for the same aggregation level.
An example of this scheme with aggregation level 1, 2, 4 and 8 is shown in figure 1.
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Figure 1: Search space for aggregation level 1,2,4,8 in case of consecutive scheme
In order to achieve the specified search spaces for PDCCH CC as shown in figure 1, the formula for search spaces 
[image: image18.wmf])

(

L

k

S

can be described below:

[image: image19.wmf](

)

{

}

()

CCE,

mod/

L

kk

LYmMINLi

êú

×++×+

ëû


where I is CC index of CCs configured for a certain UE. 
Scheme 2: Fixed offset:

As described in [5-6], one offset apply among all CCE locations for different CCs for a UE. This offset could be a fixed value. It reduces blocking between different UE. An example of this scheme with aggregation level 1, 2, 4 and 8 is shown in figure 2.
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Figure 2: Search space for aggregation level 1,2,4,8 in case of fixed offset scheme

The search spaces 
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where I is CC index of CCs configured for a certain UE.

Scheme 3: Equal-space:

In order to reduce the blocking probability between UEs, scheme 3 makes UE-specific search spaces of each CC equally distribute in the whole search spaces. The offset is derived by the number of activated CC or the maximum number of CC that the system can support (e.g. Maximum number of CC is set to be 5). An example of this scheme with aggregation level 1, 2, 4 and 8 is shown in figure 3.
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Figure 3: Search space for aggregation level 1,2,4,8 in case of equal-space scheme

The search spaces 
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where I is CC index of CCs configured for a certain UE. The CC index should be related to CIF value for each CC. The NumCC could be the number of activated CC or the maximum number of CC that the system can support.
Scheme 4: Same starting CCE locations for different aggregation level: 

In scheme 1-3 as described above, if PDCCH for CCs have different aggregation levels, the overlapping between different CCs will occur. In order to deal with this problem, setting the starting CCE location of each aggregation level to be the same (or at least close to each other) can be applied to the UE-specific search spaces definition. An example of this scheme with aggregation level 1, 2, 4 and 8 is shown in figure 4.
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Figure 4: Search space for aggregation level 1,2,4,8 in case of same starting CCE location scheme
The formula of UE-specific search spaces
[image: image27.wmf])

(

L

k

S

can be described below:

[image: image28.wmf]CCE,

16

mod/

k

k

Y

LmINLi

L

L

ìü

æö

êú

êú

×++×+

íý

ç÷

ëû

êú

ëû

èø

îþ


where I is CC index of CCs configured for a certain UE.
2.3  Analysis of each search space desing scheme

1. Complexity and Compatibility 
Compared to scheme 2-4, scheme 1 has a simplest search spaces design for cross-carrier scheduling CCs. In stead of the randomized the starting CCE location for different aggregation level, the same starting CCE location design has slightly less compatibility with Rel-8. Note this kind of difference may not cause serious problems for Rel-8 UE to access Rel-10 network. 
2. Blocking probability and CCE utilization
For scheme 1: In case of larger CCE number, scheme 1 result slightly higher blocking probability and CCE utilization compared to other schemes in Scenario 1 as shown in figure 5. The reason is that the consecutive UE-specific search spaces of configured CCs may cause a larger blocking probability between different UEs. The certain offset between different CCs may reduce the blocking probability between UEs. However, the offset may cause the overlapping between configured CCs in case of small CCE number, and the performances of scheme 1 are not worse than other schemes. The simulation result is shown in figure 2 and 4.
For scheme 2: Scheme 2 behaves well in terms of blocking probability when there are certain number of CCEs, because the fixed offset between CCs may reduce the overlapping probability between UEs However, the scheme 3 may have larger offset between CCs to result a better performance. 
For scheme 3: If offset is decided by the number of activated CC, the large offset between CCs makes other UEs have chance to configure their PDCCHs. This would reduce the blocking probability between UEs. The simulation results can be shown in figure 1. However, the large number of CCs configured to a certain UE will lower the advantage of offset, and the scheme 3’s performance for this case will have no difference compared with other schemes.  
For scheme 4: The design of scheme 4 is used to avoid the overlapping between CCs with different aggregation level. The simulation results in figure 3 are evaluated under the scenario of CCs with different aggregation level. It shows that scheme 4 performs better than other schemes in terms of blocking probability and CCE utilization when the CCE number is large enough. In addition, scheme 2 will have the same advantage when the starting CCE locations of each aggregation level are the same. 
According to the whole simulation results, the differences between performances of different schemes are negligible, especially for the small CCE number cases. Under the condition that the R10 UEs are only 10% of the whole UEs, there is no difference between their performances. The simulation results are shown in figure 11-16. Since the search spaces on a PDCCH CC can be shared in case of same DCI format size, the performances of this case are similar to the no shared search spaces case as shown in figure 9-10.  
3. Reliability
For scheme 3, if the parameter NumCC is set to be maximum number of CCs that the system can support, e.g. 5 or 8, the performance of scheme 3 is not better than other schemes. On the other hand, if the parameter NumCC is set to be the number of activated CC (e.g. 2), it may have reliability problem during the reconfiguration period. 
In addition, CC index which is added in each search spaces formula in scheme 1-4 can be equal to the value of CIF, or it may be determined by the number of activated CC and CIF values. The latter one may reduce the overlapping between CCs, but it will cause the reliability problem. Therefore, the CC index and CIF value of each CC have one-to-one mapping is a simple and reliable option. 
4. CIF configuration
Since the CC index is preferable equal to the value of CIF, the configuration of CIF may affect the assigned UE-specific search spaces for each CC. 
For scheme 1, if the configuration of CIF is consecutive (e.g. CC1 index = 0, CIF of CC1 = 0; CC2 index = 1, CIF of CC1 = 1), it keeps the same principle of consecutive search spaces as shown in figure 1. On the other hand, if the configuration of CIF is discontinuous (e.g. CC1 index = 0, CIF of CC1 = 0; CC2 index = 3, CIF of CC1 = 3), this results similar reduction of blocking probability between different UEs as to scheme 3. 
3 Conclusion

Different designs of UE-specific search spaces are compared in above. For the blocking probability and CCE utilization of each scheme are similar to others, we propose to consider consecutive search spaces design for the simplicity. Other schemes can be choose if simplicity and compatibility can be ensured.
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Appendix A: Simulation Assumption
Table 1: Parameters for simulation

	Parameter
	Value

	Number of PDCCH in each subframe
	3

	Carrier bandwidth
	20/5 MHz

	Number of CRS antenna ports
	2

	Ng
	2

	Number of CCEs in each subframe
	80/20

	Number of CCs for each UE
	2

	Number of TTI
	10000


Table 2: Probability of each aggregation level
	Aggregation level 1
	50%

	Aggregation level 2
	40%

	Aggregation level 4
	7%

	Aggregation level 8
	3%


In this simulation, first blocking probability, second blocking probability and CCE resource utilization are simulated for each scheme. 40 UEs with different priority are scheduled in each subframe. Each UE is scheduled with 2 component carriers and the PDCCHs are scheduled on each component carrier. There is no advanced scheduling procedure in this simulation. Once a UE’s scheduling is blocked, the counter of first blocking increments. Similarly, the second blocking probability will be evaluated when the second blocking happens. After all UEs are scheduled, the total CCE utilization can be evaluated. 

For the case of scheme 3 in the section 2.2, the offset is determined by the number of activated CC, and the parameter NumCC is set to be 2.

Appendix B: Simulation results
The performances of following 12 scenarios are shown below. Scheme 1 performs worse than other schemes in the large CCE number case, but has better performance than scheme 2 and 4 in the small CCE number case. If the CCs have different aggregation levels, scheme 4 has the best performance in the case of 80 CCEs. The difference between these four schemes is not noticeable especially in the case of small percentage of R10 UE. 
Scenario 1: 80 CCEs, CCs with same aggregation level, 100% R10 UE
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Figure 5: Performance of scenario 1

Scenario 2: 20 CCEs, CCs with same aggregation level, 100% R10 UE
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Figure 6: Performance of scenario 2

Scenario 3: 80 CCEs, CCs with different aggregation level, 100% R10 UE
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Figure 7: Performance of scenario 3

Scenario 4: 20 CCEs, CCs with different aggregation level, 100% R10 UE
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Figure 8: Performance of scenario 4

Scenario 5: 80 CCEs, CCs with aggregation level, 100% R10 UE, shared search spaces
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Figure 9: Performance of scenario 5

Scenario 6: 20 CCEs, CCs with aggregation level, 100% R10 UE, shared search spaces
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Figure 10: Performance of scenario 6

Scenario 7: 80 CCEs, CCs with same aggregation level, 10% R10 UE
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Figure 11: Performance of scenario 7

Scenario 8: 20 CCEs, CCs with same aggregation level, 10% R10 UE
[image: image50.emf]0 5 10 15 20 25 30 35 40

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

First blocking, 40 UEs, 20 CCEs

UE Number

Probability of blocking

 

 

Scheme 1

Scheme 2

Scheme 3

Scheme 4

[image: image51.emf]0 5 10 15 20 25 30 35 40

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Second blocking, 40 UEs, 20 CCEs

UE Number

Probability of blocking

 

 

Scheme 1

Scheme 2

Scheme 3

Scheme 4

[image: image52.emf]0 5 10 15 20 25 30 35 40

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

CCE utilization, 40 UEs, 20 CCEs

UE Number

Mean CCE utilization

 

 

Scheme 1

Scheme 2

Scheme 3

Scheme 4


Figure 12: Performance of scenario 8

Scenario 9: 80 CCEs, CCs with different aggregation level, 10% R10 UE
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Figure 13: Performance of scenario 9

Scenario 10: 20 CCEs, CCs with different aggregation level, 10% R10 UE
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Figure 14: Performance of scenario 10

Scenario 11: 80 CCEs, CCs with same aggregation level, 10% R10 UE, shared search spaces
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Figure 15: Performance of scenario 11

Scenario 12: 20 CCEs, CCs with same aggregation level, 10% R10 UE, shared search spaces
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Figure 16: Performance of scenario 12
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