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1. Introduction

At the RAN1#61 meeting, the following points were agreed upon regarding the UE-specific search space (SS) for cross-carrier scheduling.
· For a given UE, search spaces located on a PDCCH CC are individually defined per aggregation level for each PDSCH/PUSCH CC linked to the PDCCH CC

· A UE’s search spaces on a PDCCH CC are shared in case of same DCI size

This contribution discusses further details regarding the UE-specific SS for carrier aggregation.
2. Individual UE-Specific SS Location for Cross-Carrier Scheduling
In the following discussion, SS#n (n = 0, 1, .., N1) is defined as the SS on CC#n without cross-carrier scheduling. When cross-carrier scheduling is performed, we assume that SS#1 to SS#(N1), each of which is respectively associated with PDCCH CC#1 to CC#(N1), are individually located on CC#0 only as shown in Fig. 1. For simplicity, the SS for 1 CCE aggregation level is described.
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Figure 1 – SS definition
As agreed as the starting point, for a given UE, SSs located on a PDCCH CC are individually defined per aggregation level for each PDSCH/PUSCH CC linked to the PDCCH CC. We consider that this “SS per-CC” seems reasonable since it was also agreed that the number of blind decodes linearly increases according to the number of CCs. Furthermore, in order to maintain the same SS location with and without the CIF, the starting position of the SS derived from the same PDSCH/PUSCH CC should be kept the same even when the CIF is configured, i.e., the staring position of SS#0 is defined as in Rel.8. The starting position of SS#0, 
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 is the slot number within a radio frame, 
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There are mainly two methods to define the starting position of other SSs, which are described in Sections 2.1 and 2.2.
2.1. Same hashing function
In this method, the starting position of SS#n (n = 1, .., N1), 
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 represents the shift value. In the contribution, we consider that consecutive assignment, equal-spacing assignment, and UE-specific assignment are defined as
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where ML is the number of PDCCH candidates to monitor in the given SS and 
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In Fig. 2, SS using equal-spacing assignment is shown as an example.
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Figure 2 – Example of same hashing function
2.2. Different hashing functions
In this method, the starting position of SS#n (n = 1, .., N1), 
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, is derived using a different hashing function from that for SS#0 as shown in Fig. 3. Although there are proposals to generate different hashing functions [1], [2], we employ a simple method, i.e., different 
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where T represents the shift value for random function 
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 of the k-th subframe is independent of that in a different subframe index [3]. In this method, this property is utilized to generate individual SSs for different CCn. In order to extend 
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 to more than 9, a simple extension, i.e., k is defined to be at maximum 10N1 or a cyclic method, i.e., 
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Figure 3 – Example of different hashing function
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Figure 4 – Different hashing function using time-shifting
3. Performance Evaluation

3.1. Overlapping ratio
As discussed in [4], there are two aspects in the SS design. The first aspect is the overlapping SSs among different CCs within one UE. If SS#m and SS#n for one UE overlap, the PDCCH blocking probability within the one UE will increase. From this aspect, the SS design using the same hashing function is superior to that using different hashing functions, since there is no overlap within the one UE if a large number of CCEs is available. However, as the total SS size per UE increases, the SS of a UE is more likely to overlap with those for other UEs. This overlapping of the SSs among different UEs is the second aspect that we should take into account. In this sense, using different hashing functions is better than using the same hashing function. 
In order to compare the SS design from these two aspects, we define the following overlapping ratio, i.e., self-overlapping ratio and mutual-overlapping ratio.
· Self-overlapping ratio

The self-overlapping ratio is defined as the overlapping ratio of the SSs for different CCs within one UE, i.e., Rself(L) at aggregation level L is defined as
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 in the k-th subframe (See Fig. 5(a)) and the maximum number of C-RNTI, i.e., 65536, respectively. 
· Mutual-overlapping ratio
The mutual-overlapping ratio is defined as the overlapping ratio of the SSs between different UEs, i.e, Rmutual (L) at aggregation level L is defined as
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(a) Self-overlapping ratio                                            (b) Mutual-overlapping ratio

Figure 5 – Overlapping ratio
In the evaluation, we employed the following schemes for the same and different hashing functions.

· The same hashing function using equal-spacing assignment
· Consecutive assignment

· Equal spacing assignment

· UE-specific assignment without RRC signaling 
· Different hashing functions
· Time shifting using different 
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 values with T = 10 presented in Section 2.2
· Three schemes proposed in [2]
· Scheme 1: 
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· Scheme 2: 
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· Scheme 3: 
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where f(I) is the function of the carrier indicator (CI). 
Figure 6 shows the self-overlapping ratio when the number of CCs is two. As shown in the figure, the self-overlapping ratio for the same hashing function, i.e., consecutive, equal-spacing and UE-specific assignment becomes smaller according to the increase in the number of CCEs and becomes zero. This is because the same hashing function is designed so that the overlapping of the SSs within the one UE is avoided. On the other hand, the self-overlapping ratio for different hashing functions is larger than that for the same hashing function. This is because the different hashing functions only randomize the starting position of different CCs. In terms of the randomization effect of SSs using different hashing function, time shifting provides stable performance irrespective of the aggregation level, since the randomization property in different subframes is simply extended to different CCs as discussed in Section 2.2. On the other hand, the self-overlapping ratio of schemes 1-3 of [2] fluctuates with the increase in the CCE index since those schemes using f(I) sometimes produce a close starting position among different CCs. Especially, Scheme 3 exhibits the highest self-overlapping ratio. 
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         (a) 1 CCE aggregation level                            (b) 2 CCE aggregation level 
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         (c) 4 CCE aggregation level                            (d) 8 CCE aggregation level 
Figure 6 – Self-overlapping ratio

Figure 7 shows the mutual-overlapping ratio when the number of CCs is two. As shown in the figure, contrary to the self-overlapping ratio, the mutual-overlapping ratio of different hashing functions exhibits better performance compared to that for the same hashing function, e.g., equal spacing and UE-specific assignment. With equal spacing and UE-specific assignment, the SS of a UE is designed so that the overlapping within a UE does not occur, and hence the total SS of a UE is more likely to overlap with those for other UEs. Here, we note that Schemes 1 and 2 yield an unstable mutual-overlapping ratio. 
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         (a) 1 CCE aggregation level                            (b) 2 CCE aggregation level 
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         (c) 4 CCE aggregation level                            (d) 8 CCE aggregation level
 Figure 7 – Mutual-overlapping ratio

3.2. Blocking probability
The blocking probabilities with and without SS sharing are evaluated, assuming the same DCI size. 
The blocking probability is evaluated as a function of the number of CCEs, which corresponds to different system bandwidths and control region sizes indicated by the control format indicator (CFI) values. Two CCs are considered in the simulations hereafter. The PDCCH is assumed to be transmitted only from CC#0. The number of UEs, NUE, is set to five and ten and the aggregation level of each UE is randomly assigned with the corresponding probability as shown in Table I. The number of aggregated CCs per UE is the same as the number of CCs. The size of the individual UE-specific SS is the same as that for Rel. 8. The blocking probability of a Rel. 8 system is also simulated as a reference. For fair comparison, the number of UEs in the Rel. 8 system is set to N x NUE.
In the simulation, the simple CCE assignment method is employed for the evaluation. In the evaluation, the C-RNTI and CCE aggregation level are generated randomly and the unused CCE is randomly selected. This operation is successively performed for NUE. 
Table I. CCE Aggregation Level Distribution
	CCE aggregation level
	1
	2
	4
	8

	Probability
	0.60
	0.20
	0.15
	0.05


Figures 8 and 9 show the blocking probability for the same and different hashing functions when NUE = 5 and 10, respectively. We can see that when SS sharing is not employed, the blocking probability for equal spacing and UE-specific assignment exhibits better performance than that for the other methods since SSs for multiple CCs are distributed over the entire CCE region. However, most of the schemes except Scheme 3 yield the same or better performance compared to that for Rel. 8. In addition, as discussed in regard to the self-overlapping ratio, Schemes 1 and 2 fluctuate slightly with an increase in the CCE index. 
When SS sharing is employed, the blocking probability is improved, since the blocked DCI can be sent in different SSs. However, the performance improvement achieved by equal spacing is marginal. This is because, if SS#0 is blocked by another UE’s SS, SS#1 is also likely to be blocked due to the same offset among SSs for all the UEs.
Based on the results, a clear performance gain is not seen and hence, a simple SS design is desirable. 
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Figure 8 – Blocking probability (NUE=5)
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Figure 9 – Blocking probability (NUE=10)
4. Conclusion

This contribution discussed further details regarding the UE-specific SSs for carrier aggregation, i.e., the starting position of the SSs for cross-carrier scheduling. The use of the same and different hashing function generation methods was presented. Based on the results, no clear performance difference was observed.
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