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1 Introduction
In RAN1 #60bis a way-forward [1] was agreed for extending the Rel-8 feedback. Building on that agreement, in this contribution we discuss the definition of the PMI/CQI/RI indices for LTE-A spatial feedback extension and propose a dual-indicator feedback mechanism whose main aspects are summarised in the Conclusion.
2 Description of a dual-indicator feedback
We propose to design the first indicator to convey information on the MIMO wideband/long-term channel spatial structure by restricting the space of precoders preferred by a UE to those that are linear combinations of its strongest channel eigenvectors. Hence, the first indicator alone can be used by MIMO transmission modes requiring accurate layer separation at the transmitter, such as MU-MIMO or future interference cancellation schemes (ICIC). A second indicator can be used in combination with the first to describe a preferred precoder for SU-MIMO transmission, as in Rel-8.

According to the way-forward agreement in RAN1 #60bis [1], one of the two matrix indices should target wideband and/or long-term channel properties. It seems natural that these properties apply to the first indicator: the first index may inform the eNB about the channel structure in terms of the precoder sub-space spanned by the strongest channel eigenvectors (the complementary directions are associated with the null space for that channel). This information can be conveyed by a single implicit feedback index by modifying the way the index is selected from the first codebook.
The first indicator may be selected as follows. We introduce a many-to-one transformation that groups together all unitary precoders of a given rank that belong to the same sub-space, i.e. they can be obtained from one another by linear combinations of their columns. This transformation is applied to both the first codebook and the set of strongest eigenvectors extracted from the wideband/long-term channel measurements (e.g. channel correlation matrix). The number of selected eigenvectors corresponds to the rank of the first indicator, which, together with the number of transmit antennas, identifies the codebook to be used. The first codebook index is selected by quantising the transformed representation of the ideal precoder (formed by the strongest channel eigenvectors) to the closest transformed codebook element in Euclidean distance. Thus, the unitary matrix in the original codebook selected by this index is representative of any linear combination of the strongest channel eigenvectors, i.e. it provides a representation of the sub-space spanned by those eigenvectors. In fact, any precoder constructed as a linear combination of the selected few strongest eigenvectors would be quantised by the same codebook matrix.
This way of selecting the first indicator differs from Rel-8 PMI definition. A Rel-8 PMI is chosen to maximise the overall SINR after receive combining under the assumption that all layers are useful, so there is no guarantee that all layers in a rank-p feedback belong to the space spanned by the p strongest eigenvectors. Although the selected precoder provides the highest throughput between those defined in the codebook for SU-MIMO operation, it does not necessarily provide the best information about the channel structure, which is needed for layer separation when one or more layers are intended for other UEs. Conversely, the transformation described above produces the effect of grouping together all rank-p precoders whose layer gains are between the strongest and p-th strongest eigenvalue (i.e. all linear combinations of the p strongest eigenvectors) into a unique representation in the transformed domain. The codebook element selected in the transform domain provides a representation of this precoder group.
The CQI relative to the first indicator may be defined as in Rel-8, by assuming that the selected codebook matrix is used as precoder or it may be changed to reflect the strongest eigenvalue or the average between the the strongest p eigenvalues.
The eNB can then use the precoder identified by the first indicator as sub-space information to separate the layers intended for different UEs and minimise cross-layer interference.
A second indicator can be used to identify more precisely one particular precoder in the range space of the first precoder, which delivers maximum combined SINR for a user. The precoder resulting from the combination of the two indicators is therefore best suited for SU-MIMO operations where the primary goal is maximising performance for a single UE. The selection procedure for this second indicator is very similar to that of Rel-8 with the difference that the test precoder is generated by the product between the precoder selected by the first indicator and a matrix from the second codebook. The rank of the second indicator is therefore restricted to be lower or equal to the rank signalled by the first indicator.
The same CQI definition as in Rel-8 can be maintained for the second indicator.
If the first indicator is not configured by the network, then the UE assumes that the first precoder is replaced by the identity and the feedback mechanism falls back to the Rel-8 type feedback. Note that this case always applies when reporting a rank-1 precoder (the first indicator equals 1) and when reporting a full rank precoder (the first indicator denotes the entire space and can therefore be represented by the identity).

3 Transformation of the precoder domain
The transformation we propose to use for the calculation of the first indicator provides a unique representation of points in the Grassmann manifold G(n,p). We recall that an element of G(n,p) denotes the vector space spanned by the columns of an n x p unitary matrix. If n is the number of antennas configured at the eNB and p is the rank of the first indicator, the transformation maps the space of all possible n x p unitary precoders to a smaller space where all linear combinations are represented by a single point. This space can be quantised  by using the transformed version of the codebook provided for the first indicator.
The transformation on the codebook can be done offline such that a UE configured for reporting the first indicator type may hold in its memory both the original codebook and the transformed version. Note that the transformed codebook is only used for calculating the first indicator, thus the eNB needs to memorise only the original codebook to retrieve the precoder signalled by the first indicator. The only transformation that has to be done on-line is that one on the set of channel eigenvectors. However, this requires very little complexity. Let the feedback rank of the first indicator be p with 1 < p < n, and Y the ideal precoder formed by the p strongest channel eigenvectors. We partition Y in two blocks, the top p x p block Yp and the bottom (n-p) x p block Yn-p, such that 
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. We then compute the SVD on the top square block: 
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denotes Hermitian transposition. The transformed representation of Y is given by the following (n-p) x p matrix
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 is a p x p unitary matrix. The same transformation is applied off-line to the n x p codebook unitary matrices: W0, W1, ... and generates the transformed codebook elements: Γ0, Γ1, ..., respectively.
If the codebook is well designed, each precoder in the codebook should be associated with a distinct element in the transformed codebook. Note that if this was not the case, for p < n, the codebook would not be optimised, as it would contain matrices that are linear combinations of one another.
In [2] we show that the representation (1)

 allows the perfect reconstruction of the precoder Y up to a right multiplication by any unitary p x p matrix. We also present simulation results showing significant performance improvement in single-cell MU-MIMO operations.
The first indicator is then calculated by finding the best approximation of Ψ by an element of the transformed codebook: Γ0, Γ1, ..., in Euclidean distance:
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The second indicator can be computed as per Rel-8 by selecting an index from a second codebook: C0, C1, ... The precoders to be tested are obtained from the combination of the precoder selected by Indicator1, Wk , and the elements from the second codebook, i.e. Wind1 C0, Wind1 C1 , ...
The transformation Table 1(2)

. For example, if we use the Rel-8 codebooks for 4 tx antennas for the indicator 1, the transformed codebooks are reported in (1)

 has also the advantage that for the structured codebooks used in Re-8, their transformed representation preserves some desirable properties. For example, if the Householder reflections or the DFT matrix is used in the codebook construction for Indicator 1, as in Rel-8, most coefficients in the transformed version are zeros or purely real/imaginary. This property significantly reduces the number of multiplications required for the calculation of  GOTOBUTTON ZEqnNum705535  \* MERGEFORMAT  and Table 2 for rank-2 and 3, respectively. Note that, because the rank p of the first indicator should be larger than 1 and strictly smaller than the number of tx antennas, in the case of 4 tx antennas indicator 1 can be configured for either rank 2 or rank 3.
4 Geometrical interpretation
We note that the Euclidean norm of a transformed matrix (1)

 equals the chordal distance dc (also called projection Frobenius norm) between the “plane” (i.e. sub-space) represented by the original matrix and the “identity plane” In,p (this is a matrix having the top p x p block equal to the identity and the bottom (n-p) x p block of all zeros). In simple terms, for any unitary precoder W, say T(W) its transformed representation, we have
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In particular, it is easy to verify that the unitary precoders defined in Rel-8 codebooks have constant chordal distance 
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. Hence, for a Rel-8 rank-p codebook, the transformation defined above provides a unique representation of the sub-spaces spanned by the codebook precoders as points in a sphere in 
[image: image9.wmf]()

npp

-

£

centred in zero and square radius (n-p)p/n. We note that this is the smallest dimension we can use to uniquely represent n x p planes, as discussed in [2] (see, for example [4] for an in depth analysis).
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Table 1. Rank-2 transformed codebook for Indicator 1 derived from Rel-8 codebook for 4 tx antennas. The original codebook consists of n x p = 4x2 matrices, whilst the transformed codebook consists of (n-p) x p = 2x2 matrices.
	Codebook index
	Indicator1 rank: 3

	
	Original Codebook
	Transformed Codebook
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Table 2. Rank-3 transformed codebook for Indicator 1 derived from Rel-8 codebook for 4 tx antennas. The original codebook consists of n x p = 4x3 matrices, whilst the transformed codebook consists of (n-p) x p = 1x3 matrices.
5 Conclusion

We propose the following dual-indicator feedback scheme for a MIMO downlink system configuration with n tx antennas:
· The first PMI indicator is used to restrict the space of all possible unitary precoders (with rank from 1 to n) to a sub-space of maximum rank p, with 1 < p < n. 

· This sub-space comprises all possible linear combinations of the p strongest channel eigenvectors obtained from wideband/long-term channel measurements.

· The indicator is calculated from a Rel-8 type codebook by applying a many-to-one transformation to the ideal precoder formed by the p strongest channel eigenvectors. The transformation should group together all rank-p unitary precoders that can be obtained from one another by a linear combination of their columns.
· The first CQI may be calculated as per Rel-8. A different definition for this CQI is FFS.

· The second PMI indicator is used to identify more precisely one particular preferred precoder in the range space of the first precoder, as per Rel-8.

· The rank q of the second indicator is restricted to be 1≤ q ≤ p.

· The indicator is calculated from a second codebook in the same way as in Rel-8 with the difference that the test precoder is generated by the product between the precoder selected by the first indicator and a matrix from the second codebook.
· The second CQI is calculated as per Rel-8.

· When the first indicator is not configured by the network for a given UE, the corresponding precoder is replaced by the identity (this feedback mode is equivalent to a Rel-8 type feedback where only one indicator is configured).

· If the reported feedback rank is 1 or n, the first indicator is never configured and the corresponding precoder is replaced by the identity matrix.
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