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1 Introduction

In RAN1 #61, simulation assumptions on Rel-10 feedback performance evaluation for 4Tx were agreed [6].  The objectives of the 4Tx evaluation are:
· Evaluate the gain of enhanced double-codebook feedback over Rel.8 feedback for MU-MIMO

· Evaluate the impact of double-codebook feedback when using PUCCH and PUSCH

These objectives are aligned with the WF agreed in RAN1#60:

· Improved accuracy of spatial feedback should be supported if sufficient performance gains in realistic scenarios are demonstrated for at least MU-MIMO.
· Enhanced MU-MIMO is supported
· The enhancement are in relation to feedback

· At least the feedback specified for SU-MIMO can also be applied for MU-MIMO operation
In order to evaluate enhanced double-codebook feedback for 4Tx, system level simulations with two-level codebook were done in [2] [5] to show the performance gain over Rel-8 feedback for MU-MIMO.  In this contribution, we introduce a new C2 codebook for cross polarized antenna.  Further evaluation is done according to the updated discussion on the agreed  simulation assumptions.  
2 Two-Level codebook design
The structure of two-level codebook fits well into the two-component feedback structure.  Layer One（L1）codebook is used to generate the initial quantization of the channel state information, while successive refinement is applied in Layer Two（L2）codebook. In this section, we show the steps of generating the proposed two-level codebook.   The enhancement is only done to rank-1 and rank-2 codebooks.  There is only one level of codebook (i.e. original Rel-8 codebook) for rank 3 and rank 4.
2.1 Layer One Codebook C1
4Tx Rel-8 codebook is used for the Layer one L1 codebook.  For rank-1 codebook, we use the LTE notation and denote the codeword k as  
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2.2 Layer Two Codebook C2
In this section, we give a specific 2-bit L2 codebook corresponding to L1 Rel-8 codebook.  We have two different C2 codebooks for ULA and XPOL antenna configurations respectively.
2.2.1 ULA antenna configuration
Enhanced codebook when RI=1

In this section, we give a specific 2-bit L2 codebook corresponding to L1 Rel-8 codebook.  We can divide the current Rel-8 codebook into two parts.  The first part is the first 8 DFT codewords which is good for correlated channel in general.  The 2nd part is non-DFT codewords which is more suitable for less correlated environment.  
Two different methods are used to construct L2 codewords for these two parts.   For the DFT codewords, L2 codewords are generated by rotation-based differential scheme.  Feedback accuracy is enhanced by fine tuning the DFT beams.  The corresponding rotation matrices is:
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For the non-DFT codewords, a transformation-based differential scheme described in [2] can be used to generate L2 codewords by doing compression and rotation.  The specific example with (=0.2 is shown in eqn (2).  Note that   
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 is same notation used in Rel-8 codebook which represents the rank-1 codewords corresponding to the PMI 12, 13,14 and 15.
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Table 1   4Tx Two Level Codebook
	W1   (from C1)
	W2   (from C2)
	W =W2 W1
	W1   (from C1)
	W2   (from C2)
	W =W1W2
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Table 1 shows the construction of the 2-level codebook.  Table A1 in appendix provides the exact codewords.  Note that the enhanced precoder is in the form of W =W2 W1  for the first 8 L1 codewords.  On the other hand, it is in the form of W = W1 W2  for the last 8 L1 codewords.   The latter form of enhancement is more suitable for less correlated channel.  Since MU-MIMO gain is more significant for correlated channel, it is higher priority to enhance the codewords corresponding to the correlated channel (i.e. the first 8 codewords) by the form of 
W =W2 W1.     If only first 8 codewords are enhanced, the constant modulus property can be maintained.  
Enhanced codebook when RI=2
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Figure 1

When RI=2, L2 codebook can be generated based on the column vector corresponding to the layer with higher CQI. e.g. Suppose the SU Rank2 PMI is 
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Note that this scheme aligns with the MU enhancement framework and needs no extra overhead
2.2.2 Cross polarized antenna configuration

Same Rel-8 codebook is used as layer one codebook C1 also for XPOL antenna configuration.  For C2, it is different for different ranks.  

Enhanced codebook when RI=1
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Enhanced codebook when RI=2
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Note that both are in the form of W =W2 W1=((n) W1  where W1   is a 4xRI matrix from Rel-8 codebook.  It can be observed that only subset of the Rel-8 codewords fits into the XPOL structure.  e.g. index 2, 3, 4, 9.  i.e.  mostly  
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 are chosen in correlated XPOL configuration.  Therefore, enhancement can be done to these four codewords only when it’s XPOL configuration.
2.2.3 Supporting both antenna configurations in one C2 codebook
Note that different antenna configurations have different C2.  It would be good if C2 can be configurable based on antenna configuration to save the feedback overhead.  In our proposal, 2-bit PMI2 is enough if it’s configurable.  If we want to combine two codebooks into one C2 codebook, 3-bit is needed.  Another approach to support both configurations in one codebook is to use rank-1 C2 codebook only for ULA and rank-2 C2 codebook for XPOL case.  This is because rank-1 is usually chosen for ULA and rank-2 is often chosen for XPOL.  
2.3 Implementation complexity

Additional implementation complexity of applying the enhancement with 2-level codebook is small comparing with the Rel-8 codebook.  We can re-use most of Rel-8 UE processing.  

Here is the flow of feeding back wideband PMI1, subband PMI2 and subband CQI;
1. First wideband PMI selection for PMI1 corresponding to W1 is done exactly as Rel-8 case (i.e. searching among 16 codewords).  
2. Once wideband PMI1 is picked, subband CQI can be calculated assuming the use of the single precoding matrix corresponding to PMI1 in all subbands.  This process is also exactly the same as Rel-8 processing.  
3. In this step, 2nd level of PMI searching (i.e. PMI2)  is done.  The subband PMI2 searching is only limited to the 4  L2 codewords corresponding to the selected PMI1.  This step is the extra process but this can be seen as a simpler process comparing with  Rel-8 cases in which searching over 16 Rel-8 codewords is need to be done per subband.  Now we only need to perform searching over 4 codewords for each subband.
Considering MMSE SINR calculation, matrix multiplication 
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 is the major part.  If W is in the format of W2 W1  ,  
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.    Since W1 is from Rel-8 codebook, the matrix multiplication 
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 can reuse Rel-8 hardware engine to do the PMI search with the input of 
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.    Therefore, it is expected that additional complexity should be very small.
3 Performance Evaluation 
3.1 ULA antenna 

In this section, we evaluate the performance of the proposed 2-level codebook under ULA antenna configuration. The simulation assumptions used in system level simulation are given in the appendix.  Table 2 shows the simulation results with feeding back wideband PMI1 and subband PMI2 in the same subframe.  This can be done via PUSCH.
	
	Average spectral efficiency
	Cell edge spectral efficiency

	Rel-8 codebook  
PMI - (5ms, 6RB)
	2.9051    
	0.0999

	Two-Level codebook 

PMI1 – (5ms, 50RB)
PMI12– (5ms, 6RB)
	3.294 (13.5%)
	0.122 (+20.7%)

	Adaptive codebook 
PMI2 – (5ms, 6RB)

8-bit PMI2 for quantized R -  (100ms, 50RB)
	3.261 (12.5%)
	0.107  (9.5%)


Table 2 4x2 Rank-1 MU-MIMO performance under 3GPP Case1 with XPOL antenna and 0.5lambda antenna spacing, with feedback via PUSCH 

Table 3 shows the simulation results with feeding back wideband PMI1 and wideband PMI2 in the same subframe.  This can be done via PUCCH.  In [7], we discuss how we can add the wideband W2 information in PUCCH on top of Rel-8 report type.
	
	Average spectral efficiency
	Cell edge spectral efficiency

	Rel-8 codebook  
PMI - (5ms, 50RB)
	2.752    
	0.0810

	Two-Level codebook 

PMI1 – (5ms, 50RB)

PMI12– (5ms, 50RB)
	3.011 (9.4%)
	0.0927 (+14.4%)


Table 4  4x2 Rank-1 MU-MIMO performance under 3GPP Case1 with XPOL antenna and 0.5lambda antenna spacing, with feedback via PUCCH

3.2 XPOL antenna 

We evaluate the performance of the proposed 2-level codebook under XPOL antenna configuration. .  Table 4 shows the simulation results with feeding back wideband PMI1 and subband PMI2 in the same subframe.  This can be done via PUSCH.
	
	Average spectral efficiency
	Cell edge spectral efficiency

	Rel-8 codebook  
PMI - (5ms, 6RB)
	3.015 
	0.0851

	Two-Level codebook 

PMI1 – (5ms, 50RB)

PMI12– (5ms, 6RB)
	3.283 (8.99%)
	0.0902 (+5.97%)


Table 5  4x2 MU-MIMO performance under 3GPP Case1 with XPOL antenna and 0.5lambda antenna spacing, with feedback via PUSCH

We have the following observations from the simulation results:
· The 2-level codebook provides significant spectral efficiency gain both for cell average and cell edge in both ULA and XPOL antenna configurations.  With the 2-level codebook, 9%-14% gain can be achieved over Rel-8 codebook.
· The gain can be observed with realistic feedback signaling.  For example, about 10% gain can be achieved over Rel-8 codebook when wideband PMI/CQI is fed back via PUCCH.  
· For XPOL, the gain is little less comparing with the ULA antenna case.  It’s more challenging to do MU in XPOL  case as UE can often support rank-2.  For MU, pairing two rank-2 UEs happens more often under XPOL case.
4 Conclusion
In this contribution, a method of enhancing feedback accuracy for MU-MIMO by using 2-level codebook was proposed.   Performance evaluation is performed to see the gain of the 2-level codebook over the legacy Rel-8 codebook. . This two-level codebook has the following advantages:

· Good performance under both ULA and XPOL antenna configurations.  9%-14% gain can be achieved over Rel-8 codebook.
· Low implementation complexity (including low codeword searching complexity and good backward compatibility)

· Same technique can be applied to both for 4Tx and 8Tx.  

· Small feedback overhead – potentially less overhead than Rel-8 

· Support dynamic switching between Rank2 SU and Rank1 MU very easily 
5 References

[1] R1-101683, Way Forward for Rel-10 Feedback Framework, Ericsson, Huawei, Alcatel-Lucent, Alcatel-Lucent Shanghai Bell, LG Electronics, Marvell, Nokia, Nokia Siemens Networks, NTT DoCoMo, Panasonic, Philips, Qualcomm Inc., Research In Motion, Samsung, ST-Ericsson, Texas Instruments, ZTE  

[2] R1-101837, “Multi granular feedback design for LTE-A”, ZTE

[3] R1-102906, “Performance Evaluation of LTE-A DL MIMO with 8Tx codebook”ZTE

[4] R1-101062, “Feedback of Long Term Channel Information for Adaptive Codebook”,Huawei

[5] R1-102904, “Two-Level Codebook design for MU-MIMO enhancement”, ZTE

[6] R1-103338, “Simulation Assumption on Rel.10 feedback for 4Tx”, Huawei, Samsung, Ericsson, Ericsson ST, Marvell, Toshiba, Fujitsu, Intel, ALU, ALU Shanghai Bell, HTC, ZTE

[7] R1-103596, “Consideration on Signaling for Two-component Feedback”, ZTE

Appendix A

Table A1: 2-Level codebook (2-bit for each L1 codeword)
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Table A2: System Level Simulation Assumptions

	Parameters
	Assumptions

	Cellular Layout 
	Hexagonal grid, 19 cell sites, 3 sectors per site with wraparound

	Number of users per cell
	10

	Distance-dependent path loss
	L=128.1 + 37.6log10(.R), R in kilometers @ 2GHz

	Inter-site distance
	500m

	Operating bandwidth (BW)
	10 MHz

	Penetration loss 
	20dB

	Distance-dependent path loss
	L=128.1  + 37.6log10(.R), R in km

	Shadowing standard deviation
	8 dB

	Shadowing correlation
	Inter-eNodeB: 0.5  Inter-cell: 1.0

	UE Speed
	3km/h

	Channel model
	3GPP Case1 3D

	Antenna configuration
	MIMO 4x2

Transmitter: 4Tx co-polarized antenna at eNB, 0.5λ separation for 3GPP Case 1, 4( separation for UMi
Receiver: 2Rx vertically polarized antenna at UE, 0.5λ separation 

	Number of UEs per cell
	10

	CQI/PMI/RI reporting interval
	5ms for CQI/PMI, 10ms for RI

	CQI/PMI granularity 
	Subband CQI/PMI, 6RB granularity

	Link adaptation 
	SU-CQI/PMI feedback, post-BF CQI calculated based on SU CQI with adjustment based on ACK/NACK

	MU Precoding
	SLNR

	Delay for scheduling and AMC
	6ms

	Scheduler 
	Proportional Fair

	Receiver
	MMSE

	HARQ Scheme
	Chase Combining

	Maximum number of retransmissions
	3

	Channel Estimation
	Non-ideal
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