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1 Introduction
In RAN #60 in San Francisco, the following agreement on LTE-A feedback framework was made:

· Implicit feedback (PMI/RI/CQI) is used also for Rel-10

· UE spatial feedback for a subband represents a precoder (as constructed below)

· CQI computed based on the assumption that eNodeB uses a specific precoder (or precoders), as given by the feedback, on each subband within the CQI reference resource

· Note that a subband can correspond to the whole system bandwidth

· A precoder for a subband is composed of two matrices 

· The precoder structure is applied to all Tx antenna array configurations

· Each of the two matrices belong to a separate codebook

· The codebooks are for further study

· The codebooks are known (or synchronized) at both the eNodeB and UE

· Codebooks may or may not change/vary over time and/or different subbands

· That is, two codebook indices together determine the precoder

· One of the two matrices targets wideband and/or long-term channel properties 

· The other matrix targets frequency-selective and/or short-term channel properties

· Note that a matrix codebook in this context should be interpreted as a finite enumerated set of matrices that for each RB is known to both UE and eNodeB.

· Note that Rel-8 precoder feedback can be deemed as a special case of this structure
In RAN #60bis, such further refinements [1] were agreed
· A precoder W for a subband is a function of two matrices W1 and W2, i.e. where W1(C1 and W2(C2. The codebooks C1 and C2 are codebooks one and two, respectively.

· W1 targets wideband/long-term channel properties

· W2 targets frequency-selective/short-term time channel properties

· For PUCCH, the feedback corresponding to W1 and W2 can be sent in different or the same subframe (unless it turns out that the payload is too large to ever send W1 and W2 in the same subframe on PUCCH).

· Periodic and aperiodic reports are independent

· For PUSCH: FFS

· FFS whether feedback corresponding to W1 and/or W2 may be switched off
In this contribution, we discuss how to build a unified feedback framework for Rel. 10 based on PMI/RI/CQI feedback. 
2 General Design Principles of the Recommended Precoder
It is well known that the benefits of MU-MIMO highly relies on an accurate channel knowledge at the transmitter. Contrary to SU-MIMO, limited feedback in MU-MIMO considerably limits the spatial multiplexing gain by inducing a ceiling effect due to the quantization error. In other words, as SNR increases, MU-MIMO becomes interference limited due to the intra cell interference induced by the quantization error. 


MU-MIMO is very sensitive to the quantization error and to the feedback design. Moreover an appropriate codebook design significantly depends on the channel statistics. This calls for the use of flexible and adaptable feedback schemes [2-16] (that would change depending on the user spatial correlation, deployment scenarios, environments, etc) when MU-MIMO with limited feedback is performed. Examples of such schemes are the differential codebooks which exploit time/frequency domain correlation [11-13] and adaptive codebooks which exploit the spatial domain correlation [10,14]. The benefits of such schemes are twofold: increase the feedback accuracy and reduce the feedback overhead.


The current feedback framework allowing the report of wideband/long term properties W1 and a frequency-selective/short term properties W2 has been agreed because of its potential benefits to increase the feedback accuracy and reduce the feedback overhead.
Ideally, the feedback framework shouldn’t be optimized for a single and very specific deployment scenario but should be more universal and fits with various propagation conditions. That was our original view in [15]. However, given the time left for completion of Rel. 10, the wide range of feedback proposals currently on the table, and the complexity of designing schemes and the corresponding control signaling that would fit with many deployment scenarios, we propose to prioritize the scope of the feedback framework design to deployments scenarios that for sure will strongly benefit from MU-MIMO. 
Hence, the design of the feedback mechanisms to support CL MU-MIMO and CL SU-MIMO in Rel. 10 should consider the following aspects:
· Feedback design should prioritize the following deployment scenarios:
· For 4Tx, feedback enhancements should target primarily ULA deployments with closely spaced antennas as ULA provides the best antenna configurations to operate MU-MIMO [10].
· For 8Tx, feedback design should target cross-pol and ULA deployments with closely spaced antennas
· High feedback accuracies to benefit from CL MU-MIMO. Such enhanced accuracy will provide significant gains for MU-MIMO but any enhancement of SU-MIMO performance is also very welcome. 
· Higher feedback accuracies are mainly beneficial for low RI feedback. A user reporting a large RI may be scheduled more easily in single-user MIMO than MU-MIMO.
· For 4Tx, feedback accuracy in Rel.10 should be enhanced. Rel. 8 has been shown many times to be appropriate for SU-MIMO but to have poor performance in MU-MIMO [10-14].
· Keep low DL and UL overhead as much as possible 
· A unified design of SU and MU-MIMO feedback should be supported if possible.
· The same feedback principles for an enhanced 4Tx design and the new 8 Tx antenna design.
· As it was agreed on the email reflector [29] “Strive to use the same Rel.10 feedback principles for an enhanced 4Tx design and the new 8 Tx antenna design.”
· The testability issue of the feedback mechanism should be kept to a minimum, re-using as much as possible what has been proposed in RAN4. 
· Control signaling on PUCCH and PUSCH to support the new feedback framework should re-use as much as possible Rel. 8 approach.
3 Structure of the Recommended Precoder
Denoting the number of transmit antennas as Nt, the rank (corresponding to RI report) as R and relying on the notation agreed in [1], i.e. 

· W1(C1 and W2(C2
· W1 targets wideband/long-term channel properties

· W2 targets frequency-selective/short-term time channel properties,

we propose the recommended precoder W for a subband to be build as

W=W2 W1                                                                                   (1)
where

· The recommended precoder W is a Nt x R unitary precoding matrix
· The outer matrix W1 (C1 is a tall Nt x R unitary precoding matrix
· For 4Tx, C1 is Rel. 8 4Tx codebook

· The inner matrix W2 (C2 is a square Nt x Nt diagonal matrix
It is important to note the following:

· W1 (that targets wideband/long-term channel properties) is on the right hand side of the product and W2 (that target frequency-selective/short-term time channel properties) is on the left hand side.

· W1 is a precoding matrix as defined in implicit feedback
· Similarly to Rel. 8 principle (e.g. wideband CQI/PMI)
· It can be tested using RAN4 procedure
· Equivalently, W1 is obtained as W=W1 for W2=I with I an Nt x Nt identity matrix
· Such structure is inline with the rotation-based differential codebook structure [13,16,23,24] and enables to perform one-step differential in the frequency domain or the time domain depending on whether W1 and W2 are reported at the same time or different time instants.
4 C1 and C2 Codebooks 

4.1 4Tx Design

As mentioned in section 2, MU-MIMO in 4Tx has the highest performance in ULA closely space scenarios. 
Codebook C1
In 4Tx, C1 is selected as Rel. 8 codebook. Hence the only codebook to design is C2. 
Codebook C2
We propose to design C2 to optimize the performance for the ULA closely spaced antenna array scenario. In correlated ULA, DFT vectors are selected most of the time and are optimal for highly correlated channels. Given the presence of 8 DFT vectors in Rel. 8 4Tx codebook, C2 can be simply designed to provide further refinements of those 8 DFT vectors. In order to track DFT vectors, codewords in C2 should have the following expression
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More specifically, for a 2-bit C2 codebook, the codewords C2,k (C2 are
C2,1 =
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in order to uniformly sample the space on both sides of any DFT vector (C1. A more general expression for any B-bit C2 codebook is given by 
C2,k =
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Given the proposed structure, the recommended precoder W would be made of 23+B DFT vectors plus other vectors. The choice of B should be motivated by performance gain over Rel. 8 codebook and the supportable feedback overhead on PUCCH and PUSCH.

As discussed in [15], such codebook structure would increase the alphabet size beyond Rel. 8 8PSK alphabet. It would however remain a PSK alphabet. Such increased alphabet was discussed in [15] and it was concluded that increasing the alphabet size is mandatory to improve MU-MIMO performance. 
Even though we could apply W2 to all ranks, we believe most of the benefits would be at lower rank, i.e. rank 1 and 2. Hence we believe W2W1 could be applied to rank 1 and 2 report while for higher rank, the PMI would be exclusively selected in C1.
· Some performance evaluations may be necessary to confirm that the refinement W2 (C2 doesn’t provide additional benefits for RI > 2.
4.2 8Tx Design

For 8Tx, both codebooks C1 and C2 have to be designed. The proposed structure in 8Tx is a direct extension of the 4Tx structure. 
Codebook C1
As explained in [17], for dual-polarized channels, the performance of the codebook depends on the presence of a (rotated) block diagonal structure in the codewords. 
In VH polarized antenna, a natural precoder has a block diagonal structure. Such structure is optimal if the XPD of the channel is large. It enables to perform beamforming while efficiently spreading the transmit power among polarizations. A typical value of the XPD in urban scenario is 8dB. A block diagonal structure can be expressed as
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In +/- 45 polarized array, the channel behaves as a rotation by 45 degrees of a VH channel. In 4Tx case, the rotation matrix can be expressed as
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In a +/- 45 array, the precoder would first de-rotate the channel to fall back on an equivalent VH channel and then perform block diagonal precoding. Hence the precoder for +/- 45 set-up should be a rotation of the block diagonal precoder 
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Such structure was shown to provide benefits in 4Tx LTE codebook [17]. An example in 4Tx LTE codebook is given by
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Generally speaking we can choose blocks A and B differently. However if we want to target closely spaced antennas, the beamforming on the first polarization and the second polarization is the same. In such closely spaced antenna arrays, it is preferable to choose A equal or close (in terms of e.g. chordal distance) to B.

Assuming closely space antennas, and therefore the use of DFT beamformers on each polarization, a direct extension of the structure (4) to 8Tx would be given as follows


[image: image12.wmf]14x424x4

1,8

4x414x42

DFT0DFT0

V

0DFT0DFT

rotTx

éù

=

êú

ëû

U


where we denote the following quantities:
· DFT1 and DFT2 the following 4x4 DFT matrices:
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where 
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· The rotation matrix
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Given such structure, V1 can be re-expressed as 
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Out of matrix V1, the codebook for each rank can be build by selecting the appropriate columns. A candidate codebook for rank 1 and rank 2 is given by the following mapping rule.
Table 1. Natural codebook structure for 8Tx

	Codebook Matrix Index of C1
	Base Matrix
	Rank1
	Rank2

	1
	V1
	1
	1  5

	2
	
	2
	2  6

	3
	
	3
	3  7

	4
	
	4
	4  8

	5
	
	5
	1  13

	6
	
	6
	2  14

	7
	
	7
	3  15

	8
	
	8
	4  16

	9
	
	9
	9  5

	10
	
	10
	10  6

	11
	
	11
	11  7

	12
	
	12
	12  8

	13
	
	13
	9  13

	14
	
	14
	10  14

	15
	
	15
	11  15

	16
	
	16
	12  16


For rank 1, we take all 16 vectors of matrix V1. For rank 2, we choose the columns A and B in (4) such that they are the same or as close as possible to each other.
It is worth noting that V1 is made of 8 8Tx DFT vectors given by the columns of the following matrix
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Hence such codebook structure can provide reasonable performance in ULA.
In order to improve the performance of such codebook structure in ULA scenarios, further enhancements can be possible. The codebook proposed in [17] is an enhancement of the structure provided in Table 1. The spatial sampling of the codebook proposed in [17] is improved compared to Table 1 codebook while the structure (4) with A and B as close as possible to each other is conserved.

As explained in our previous contribution [15], we target to design a codebook C1 for 8Tx for all ranks and with the same properties as Rel. 8 4Tx codebook. Codebooks in Table 1 and [17] are along those lines. The nested property, 8PSK alphabet, constant modulus properties are conserved.
Codebook C2
The proposed structure of C2 codewords in 8Tx is given by
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where 

· 
[image: image22.wmf]Q

 is a 4 x 4 matrix defined in (2) and enables to track spatial correlation structure (i.e. DFT structure) on antenna 0 to 3 and antenna 4 to 7. Given the labelling of antennas agreed for 8Tx evaluation, antennas 0 to 3 belong to one polarization and antenna 4 to 7 to the other polarization. In single-polarized case, all antennas belong to the same polarization.

· 
[image: image23.wmf]a

 is a complex scalar and copes with the fact that the channel can be single-polarized or dual-polarized with small antenna spacing
· In single polarized antennas, it would be beneficial to track 8Tx DFT vectors. In such case, taking 
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, C2 codewords can have the following structure 
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· In dual-polarized antennas, 
· choosing 
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might be more appropriate in order to track the DFT structure of each polarized 4Tx array (as discussed in [23]) 
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Additional entries for 
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 could provide additional gain to account for the phase shift between polarizations.
· choosing 
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 with a non-unit norm could provide some additional performance gain in MU-MIMO with rank-1 report but would not be PA friendly. Initial evaluation in [15] has shown that constraining 
[image: image30.wmf]a

to be always of unit-norm could impact the performance. Careful evaluations is required to conclude on the alphabet for 
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More specifically, for a 2-bit C2 codebook, by fixing 
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C2,1 =
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For a 3-bit C2 codebook, by allowing 
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, the codewords C2,k (C2 are given as:
C2,1 =
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We can imagine that 
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 would be mainly helpful in single-polarized ULA scenarios, for which rank 1 design is important. In dual-polarized, 
[image: image48.wmf]1

a

=

 would be the right choice, given that rank-2 codewords are selected very often in dual-polarized. Rather than using a 3-bit codebook, we could reduce the codebook size by applying 
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 to rank-2 codeowrds. In such case, codewords C2,1,k and C2,2,k (C2 codebook, for rank 1 and 2 respectively are given by
· Rank 1 : 
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C2,1,1 =
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· Rank 2 : 
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C2,2,1 =
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The structure proposed for C2 is applicable to both codebook C1 proposed in Table 1 and the enhanced codebook proposed in [17].
As for 4Tx, such codebook structure would increase the alphabet size beyond Rel. 8 8PSK alphabet. It would however remain a PSK alphabet if |
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Even though we could apply W2 to all ranks, we believe most of the benefits would be at lower rank, i.e. rank 1 and 2. Hence we believe W2W1 could be applied to rank 1 and 2 report while for higher rank, the PMI would be exclusively selected in C1.

· Some performance evaluations may be necessary to confirm that the refinement W2 (C2 doesn’t provide additional benefits for RI > 2.
Extensive performance evaluation of structure (1) is provided in [22].
5 Relationships with adaptive codebooks and differential codebooks

In previous contributions [10-15], we propose multiple candidates to improve the feedback accuracy, i.e. adaptive codebooks, transformation-based differential codebooks and rotation-based differential codebooks. The differential codebooks were evaluated in both time and frequency domains. 
It was found that adaptive codebooks provide better performance than differential codebooks in correlated channels. However, the performance was evaluated with very different feedback overheads. Differential codebooks were assuming a 4-bit feedback per differential PMI while the adaptive codebooks was assuming 4-bit feedback per PMI and perfect report of the transmit correlation matrix.

In the following, we show that:

· The proposed structures in (1), (2) and (5) achieve the same feedback accuracy as an adaptive codebook when the quantization of the transmit correlation matrix is taken into account.
· The proposed structure is a rotation-based differential codebook with one step refinement. It can be operated in the frequency domain or the time domain.
· Given the specific diagonal structure for W2 targeting ULA with closely spaced antennas, the rotation-based differential codebook provides the same performance as a transformation-based differential codebook.
In the presence of quantized correlation matrices and ULA with small antenna spacings, the gap between the differential codebooks and the adaptive codebooks is expected to shrink as explained below. In adaptive codebook, the recommended precoder looks like
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with vk a rank-1 codeword and Vk the transformed codeword. In ULA single-polarized deployments, with high transmit correlation, the transmit correlation matrix 
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In the limit of very high correlation, 
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 has to be quantized to be reported, the best way to quantize 
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after transformation with a quantized correlation matrix has the same accuracy as a DFT codebook. In ULA correlated channels, the recommended precoder relying on structures (2) and (5) can achieve the same feedback accuracy as a recommended precoder chosen in an adaptive codebook build upon a quantized correlation matrix. The same observation is valid for 8Tx single-polarized ULA with closely spaced antennas.
Note that the correlation matrix for adaptive codebook is computed over the whole band. It is not clear whether such approximation of the correlation matrix still holds in the presence of time-misalignment between RF branches [25,26]. Tracking the DFT structure at the subband level as in the rotation-based differential approach is less sensitive to time-misalignment.
As explained in [13], the rotation-based differential codebook rotates the previous estimate of the channel state information (i.e. channel direction information) 
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is predefined for all ranks as the rotation is applied to left side of the channel state information 
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. [13] proposed some example rotation matrices for uncorrelated channels, while [16,23] propose some example rotation matrices for correlated channels. Proposal in (1) can be seen as a rotation-based differential codebook with one-step refinement where 
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. It can be operated in the frequency domain or the time domain depending on whether W1 and W2 are reported in the same subframe or different subframes.
The rationale to constrain to a one-step refinement is as follows. In highly spatially correlated channels, the space to quantize is smaller than in spatially uncorrelated channels. Given a certain feedback overhead, the number of refinements required to converge to a certain quantization error is therefore much smaller in spatially correlated channels compared to spatially uncorrelated channels. This allows to reduce the number of refinement steps. A one-step refinement as proposed in structures (1), (2) and (5) is expected to provide most of the performance gain.
In [13], it was shown that transformation-based differential codebook outperform rotation-based differential codebooks in uncorrelated channels. Transformation-based differential codebooks were described as 
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 is a unitary nt x nt rotation matrix computed from the previously updated short-term channel information 
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 and a basis for the differential codebook 
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; Nt is the number of transmit antennas. The dimension of the codeword 
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 in the differential codebook is Nt x R, where R is the rank indicator. 

In correlated channels, the rotation and transformation-based differential codebooks have the same performance given that expression (1) can be equivalently expressed as
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where W2 has a DFT vector structure 
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= W2 . Given the diagonal structure and the tracking of DFT vectors for highly correlated channels, the recommended precoders are uniformly distributed on the Grassmanian manifold with both the rotation-based differential codebooks and the transformation-based differential codebooks. 
6 Qualitative comparisons with other proposals

In [19,20,27], another precoder structure is discussed 
W= W1W2                                                                                                                               (7)
where

· The inner matrix W1 (C1 is a Nt x N unitary precoding matrix
· 
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, with A e.g. a DFT vector or a Rel. 8 4Tx rank 1 precoder                    (7.1)
· The outer matrix W2 (C2 is a N x R unitary matrix

· if R=1: 
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· if R=2: 
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The main differences between W2W1 as proposed in this contributions and W1W2  in (7) by Ericsson in [20,27] are as follows:
· W1 is a tall matrix in both structures. However the order of W1 and W2 is switched. This has a big impact of the accuracy of the recommended precoder W.
· This order has a huge impact on the ability to increase the feedback accuracy and to track the channel at the subband level. While structure W2W1 enables to increase the accuracy of the precoder W on each polarization and on each subband (by tracking the DFT structure on each polarization thanks to the presence of 
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 matrix), the structure W1W2 does not enable to do so. The accuracy of W1W2  is fundamentally limited by the wideband information W1. 
· In rank 1, assuming A e.g. a DFT vector

· Structure W1W2 equivalently writes as
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· Assuming a unit norm 
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 for simplicity and 
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Clearly in rank 1, structure W1W2 is a very restrictive subset of structure W2W1. In structure W1W2, 
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is assumed to be equal to the identity matrix, preventing any refinement of the DFT structure at the subband level on each polarization.
· In rank 2, the precoder on a subband W is a Nt x 2 unitary matrix. 
· The capacity/throughput of the MIMO precoded channel is function of HWWHHH
· For structure W1W2: 
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· For structure W2W1: 
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· Structure W1W2 equivalently writes as 
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   (8.2)
which clearly shows that structure W1W2 as proposed in (7) can be equivalently written using structure W2W1 framework, as expressed by  
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 contains all wideband/long term information. There is one to one mapping between W1 in (7.1) and 
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 in (8.2) and between W2 in (7.3) and 
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 in (8.2). Hence, in rank 2, W1W2 can be written into W2W1 framework, while keeping the physical meaning for each matrix.
· Given that W2W1 structure is a subset of W1W2 and that a Kronecker product can be written as a special form of W1W2, structure W2W1 covers the Kronecker product as well.
· Structure W1W2 would require a larger codebook C1 size in order to get the same feedback accuracy as structure W2W1. The feedback overhead of C1 and C2 is therefore not well balanced with structure W1W2 and the benefit of reporting a wideband/long term information and a subband/short term information vanishes. Reporting such large C1 codebook on the PUCCH would not be possible as it would require totally more than 11 bits report per reporting type.
· In the presence of time-misalignment between RF branches [25,26], tracking the DFT structure at the subband level as in structure W2W1 is less sensitive to time-misalignment than structure W1W2 where the DFT structure is only included in the wideband information W1. Indeed, the larger the bandwidth or the subband size, the more complicated it is to match the channel with a DFT structure. As mentioned by Ericsson in [26], “the problem of time-misalignment needs to be addressed to allow efficient precoder operation.” 
· Time-misalignment would imply that the accuracy of the DFT structure in W1 should be rather rough. Tracking the DFT at the subband level should also be available. Such approach is perfectly inline with structure W2W1 but not with structure W1W2.
· The column size of W1 is different in both structures.
· In structure W1W2, W1 is a Nt x N with N > rank. Hence W1 cannot be used on its own as a Nt x R (with N
[image: image116.wmf]¹

R) wideband PMI based on the report of a corresponding wideband CQI. 
· This can create some issues whenever a wideband PMI is requested, e.g. on the PUCCH where the wideband PMI is based on the RI reported on a previous subframe. 
· The wideband precoder can only be obtained by fixing W2 to a specific entry with the matrix size being inline with the rank report. In order to have reasonable performance of the wideband precoder, codebook C1 cannot be designed independently of C2, which does complicate the codebook design and may favour the wideband precoder to work well for some propagation scenarios but not for others. That suggests that performance would be affected when only a wideband PMI needs to be reported, e.g. on PUCCH.
· For instance, assuming rank-1 report, fixing 
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 in structure W1W2. If A is a vector in DFT1 or DFT2 matrix (as proposed in [20,27]), W can be equal to only half of the 8x8 DFT matrix defined in equation (8Tx_DFT) in section 4.2, i.e 
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are not supported.
· To avoid such issue, the wideband PMI needs to be obtained by down sampling W1 and by combining with some entries of W2. Then, we can wonder about the relevance of such design where a wideband PMI is a mix of wideband and short term information. It clearly shows how inappropriate the structure W1W2 based on (7-7.3) can combine long term and short information.
· In structure W2W1, W1 is a Nt x R. W1 can be used on its own as a wideband PMI based on the report of a corresponding wideband CQI, exactly as it is in Rel. 8. Therefore, Rel. 8 reporting modes can be easily modified to accommodate structure W2W1 and to cover 8Tx.
· Equivalently we can fix W2 to be an identity matrix in order to get W=W1.
· Codebook C1, where W1 belongs to, is designed such that it can be used on its own and has good performance in various scenario.
· Unified framework with 4Tx Rel. 8 feedback procedure
· With structure W1W2, Rel. 8 4Tx codebook is not used at all. Hence any new reporting modes in Rel. 10 cannot simply rely on an extension of Rel. 8 modes (and relying on Rel. 8 4Tx codebook) to include the report of a matrix W2.
· With structure W2W1, W1 is a codeword of Rel. 8 4Tx codebook. Hence, any new reporting modes in Rel. 10 can simply rely on an extension of Rel. 8 modes to include the report of a matrix W2.
· Moreover, it is unclear how much gain we can get with structure W1W2 over Rel. 8 4Tx codebook. That issue was already raised in [28]. W2W1 enables to reuse Rel. 8 codebook en enhances the improve the accuracy of its DFT elements.
Extensive performance comparisons between structures W2W1 and W1W2 are provided in [22]. 

It is shown that in 8Tx,
· In SU-MIMO, W1W2 structure achieves a lower performance than other proposals and requires a higher overhead.
· Samsung W2W1 outperforms Ericsson structure W1W2 
· In MU-MIMO,
· In dual-polarized scenarios, Ericsson structure W1W2 and Samsung structure W2W1 achieve about the same performance with the same overhead.
· In single-polarized scenarios, Samsung W2W1 very significantly outperforms all other proposals, including Ericsson W1W2 proposal.
7 UL control signaling

To support such feedback framework, new reporting modes are necessary. We propose the reporting modes for Rel. 10 UEs to be based on the following design principles:
· W1 (C1 is considered as a precoding matrix while W2 (C2 is a matrix, i.e. W1 (C1 can be reported and used on its own and a CQI can be computed assuming W1 (C1 is the recommended precoder while W2 (C2 cannot be used on its own and always relies on the report of W1 (C1.
· The feedback enhancement requiring the report of W1 (C1 and W2 (C2 would be applied to rank not larger than 2. For rank larger than 2, the recommended precoder is chosen in C1.
· Such restriction is motivated by the fact that MU-MIMO requires higher feedback accuracy and a UE reporting RI=1 or 2 would have a large chance to be scheduled in MU-MIMO while a UE reporting RI>2 would most probably be scheduled in SU-MIMO. 
· Appropriate simulation results should be provided to make sure that such restriction is reasonable
· For RI 
[image: image121.wmf]2
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, the precoding matrix W1 (C1 is reported whenever a wideband precoding matrix indicator is required (to reduce the feedback overhead or to report an appropriate precoder for a large RB assignment) and W2 (C2 is reported whenever a subband matrix indicator is required. For RI > 2, the precoding matrix is selected in C1.
· Whenever a reporting mode requires the report of a matrix indicator from C1 and not the report of a matrix indicator from C2, the final recommended precoder can be assumed as W = W1. In the proposed feedback framework, it would correspond to fix W2 to the identity matrix. 
· A single subband matrix indicator may be computed over multiple subbands or per subband depending on the reporting mode. 

· A CQI is always computed based on the recommended precoder W, function of W1 (C1 and W2 (C2. 

· A wideband CQI is computed based on W if W2 (C2 is reported for all subbands, otherwise the wideband CQI is computed based on W1 (C1 only. 

· A subband CQI (computed over one subband or over a set of subbands) is computed based on W, function of the selected W1 (C1 and W2 (C2  over the subbands, whenever W2 (C2 is reported, otherwise the subband CQI is computed based on W1 (C1.
· The reporting mechanism follows Rel. 8 philosophy:

· Report of RI and CQI/PMI separately encoded as in Rel. 8. 

· On PUSCH, the wideband CQI/PMI, subband CQI/PMI and subband indication are jointly encoded. 

· On PUCCH, the wideband PMI/CQI and subband CQI/PMI are reported in different subframes.

· As agreed in previous meeting, for PUCCH, the feedback corresponding to W1 and W2 can be sent in different or the same subframe (unless it turns out that the payload is too large to ever send W1 and W2 in the same subframe on PUCCH).
· A mode 2-2 on the PUCCH is defined to enable the report of a subband matrix indicator (corresponding to W2 (C2) and a subband CQI whose computation assumes the use of the precoder W obtained as a function of the most recently reported single precoding matrix W1 and the selected single matrix W2 over the selected subband.
A detail description of the reporting modes for Rel. 10 is discussed in [21].
8 Conclusions
Denoting the number of transmit antennas as Nt, the rank (corresponding to RI report) as R and relying on the notation agreed in [1], i.e. 

· W1(C1 and W2(C2
· W1 targets wideband/long-term channel properties

· W2 targets frequency-selective/short-term time channel properties,

we propose the recommended precoder W for a subband to be build as

W=W2 W1                                                                                   (1)
where

· The recommended precoder W is a Nt x R unitary precoding matrix
· The outer matrix W1 (C1 is a tall Nt x R unitary precoding matrix
· For 4Tx, C1 is Rel. 8 4Tx codebook

· For 8Tx, C1 is designed following the same principles as Rel. 8 4Tx codebook, i.e. nested property, 8PSK alphabet, constant modulus. A reasonable number of vectors in the rank 1 should be DFT vectors.
· E.g.
· Samsung codebook in [17]
· choose the codewords for each rank based on column subset of the following matrix (with DFT1 and DFT2 2 4x4 DFT matrices)
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· The inner matrix W2 (C2 is a square Nt x Nt diagonal matrix
· For 4Tx, W2 (C2 has the following structure
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· For 8Tx, W2 (C2 has the following structure
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with 
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 a complex scalar.
It is shown that the proposed structure W2W1 has the following advantages over structure W1W2 proposed by Ericsson:

· Structure W2W1 enables to increase the accuracy of the precoder W on each polarization and on each subband (by tracking the DFT structure on each polarization thanks to the presence of 
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 matrix). The accuracy of W1W2  is fundamentally limited by the wideband information W1. 
· Structure W1W2 is shown to be a very restrictive subset of structure W2W1. Given that a Kronecker product can be written in W1W2 form, a Kronecker product is subset of structure W2W1.
· Structure W1W2 would require a larger codebook C1 size in order to get the same feedback accuracy as structure W2W1. It would create issues to report on the PUCCH.
· In the presence of time-misalignment between RF branches [25,26], structure W2W1 is less sensitive to time-misalignment than structure W1W2.
· With structure W1W2, the wideband precoder is expected to have bad performance in some scenarios. That suggests that performance would be affected when only a wideband PMI needs to be reported. With structure W1W2, W1 belongs to a codebook C1 that is designed such that it can be used on its own and has good performance in various scenario.
· The benefits of W1W2  in 4Tx is very unclear:
· How much performance enhancements over Rel. 8 4Tx codebook can we expect ?
· How can we easily re-use and extend Rel. 8 reporting modes given that Rel. 8 4Tx codebook is not even used anymore ?
· We need to in mind that we already agreed on having “the same Rel.10 feedback principles for an enhanced 4Tx design and the new 8 Tx antenna design”.
Structure W1W2 relies on Rel. 8 4Tx codebook for the wideband PMI W1 and easily extends Rel. 8 modes to include the report of a matrix W2.
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