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1. Introduction
The design of 8Tx codebook for Rel-10 downlink (DL) MIMO is tightly coupled with the feedback framework for the enhanced DL MIMO. A way forward on feedback framework based on implicit feedback was agreed in RAN1#60 [1]. In addition, a good starting point on comparison methodology and design criteria was captured in [2]. 
In this contribution, we attempt to build upon the agreed way forward in [1] in the context of 8Tx codebook design. We draw upon the dual-stage precoder framework initially presented in [3, 4] (a.k.a. multi-granular or hierarchical/adaptive codebooks). We assume the following antenna element indexing to enumerate the spatial channel coefficients 
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where n and m are the receiver and transmitter antenna indices, respectively. Observe that the indexing for the 4 pairs of cross-polarized antennas (Figure 1(b).) represents the grouping of two antennas with the same polarization which tend to be more correlated. This is analogous to the indexing of 4 pairs of ULA in Figure 1(a).
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Figure 1 Antenna indexing
2. Dual-Stage Design Framework

Designing an efficient codebook for 8-antenna-port (8Tx) system which satisfies the following properties is a challenging task:

1. Applicable for several relevant antenna setups and spatial channel conditions: it should be noted that the relevant 8Tx antenna setups typically result in a structured spatial covariance matrix (which is a long-term channel statistics). Some relevant antenna setups for 8Tx include:

a. Uniform linear array (ULA) with (/2 (half wavelength) spacing

b. 4 dual-polarized elements with (/2 spacing between two elements

c. 4 dual-polarized elements with 4( (larger) spacing between two elements

2. Applicable for both SU-MIMO and MU-MIMO

3. Finite alphabet: each matrix element belongs to a finite set of values or constellation, e.g. QPSK, 8PSK alphabet

4. Constant modulus: all elements in a precoding matrix have the same magnitude. This is important to ensure power amplifier (PA) balance property in all scenarios. Note that constant modulus is a sufficient condition for PA balance, but not a necessary condition. However, enforcing constant modulus property tends to result in a simpler codebook design.
5. Nested property: every matrix/vector of rank-n is a sub-matrix of a rank-(n+1) precoding matrix, n=1,2, .., N-1 where N is the maximum number of layers. While this property is desirable as it allows to reduce the complexity of PMI selection, it is not necessary to facilitate rank override if UE-specific RS is used.
6. The associated signaling overhead (especially UE feedback) should be minimized.

A precoding structure that fulfills properties 1 and 2 separates the long-term and short-term components of the precoder. Here, long-term and short-term refer to the need for feedback interval (time granularity) which may be associated with frequency granularity as well. The long-term component does not need high frequency granularity while the short-term component may need higher frequency granularity. A particular dual-stage structure of interest is as follows (termed the multi-granular framework in [3]):
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W_1 signifies the long-term component and W_2 represents the short-term component, respectively. Each of the components is assigned a codebook. Hence, two distinct codebooks are needed: CB_1 and CB_2. In essence, W_1 is intended to adapt to the long-term channel statistics (such as the spatial covariance matrix) and W_2 to the short-term channel properties (such as phase adjustment needed to counteract short-term fading). With this structure, the feedback overhead can be reduced compared to a “one-stage” counterpart since W_1 does not need to be updated as often as W_2. An example of the matrix function f(.,.) includes a product (matrix multiplication) function f(x,y) = xy or the Kronecker product function f(x,y) = x(y [3].

While this approach is elegant, it is unclear how the dual-stage structure permits the fulfillment of the other properties especially property 4 (constant modulus). It can be demonstrated that a product of two constant modulus matrices is typically not constant modulus. This contribution attempts to address such issue. 
3. Proposed Codebook Design

The dual-stage representation in (1) can be thought as a multiple-codebook design where:

· A set of N codebooks 
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are defined where one codebook is selected out of the N codebooks in a long-term basis. This (first) codebook is represented by W_1 in (1).

· The choice of W_1 is enumerated by a precoding matrix indicator PMI_1 where 
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· The short-term precoding matrix/vector is then derived from the chosen codebook via a short-term operation. The short-term operation is represented by W_2 in (1). Note that W_2 can be as simple as selecting a sub-matrix of W_1 or performing linear combining across a subset of column vectors of W_1. In this case, all possible W_2 matrices/vectors (for a given W_1) formed a second codebook CB_2. 

· For an efficient design, the second codebook CB_2 is made dependent on the choice of the first codebook W_1. This is similar to choosing one out of multiple short-term codebooks based on some long-term channel statistics. Enforcing a single short-term codebook in this framework tends to lead to unnecessary restrictions without any perceivable benefit when various antenna array configurations are relevant.
· The choice of W_2 is enumerated by a precoding matrix indicator PMI_2 where 
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The precoding matrix/vector selection process is illustrated in Figure 2. Essentially, the final precoding matrix/vector is a function of two PMIs, i.e. 
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Here, PMI_1 is updated in a significantly less frequent rate than PMI_2. In addition, PMI_1 is intended for the entire system bandwidth while PMI_2 can be frequency-selective. 
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Figure 2 Precoder selection process at the receiver (UE)
Using the downlink LTE-Advanced (LTE-A) system as a setting, the selection of W_1 and W_2 (and hence PMI_1 and PMI_2) is done at the user equipment (UE) similar to the LTE feedback paradigm. 

· The UE first selects the first precoder codebook W_1 based on the long-term channel properties such as spatial covariance matrix (i.e. in spatial correlation domain). This is done in a long-term basis which is consistent with the fact that spatial covariance matrix needs to be estimated over a long period of time and in a wideband manner.

· Conditioned upon W_1, the UE selects W_2 based on the short-term (instantaneous) channel. This selection may also be conditioned upon the selected rank indicator (RI). Alternatively, RI can be selected jointly with W_2. 

· PMI_1 and PMI_2 are reported to the base station (eNodeB or eNB) at different rates and/or different frequency resolution.
Based on the above framework, several types of codebook design are given below. While each type can stand alone by itself, it is also possible to utilize different types into a single codebook design especially if the design is intended to cater for different scenarios (such as different antenna setups and propagation scenarios). 

3.1. Design 1

A simple yet versatile design can be devised as follows:

· PMI_1 selects one of the N codebooks W_1 as indicated above.

· PMI_2 selects at least one of the column vectors of W_1. The number of selected column vectors is essentially the recommended transmission rank (RI).

Such design allows a construction for N different scenarios where the codebook W_1 for each scenario is chosen to contain a set of basis vectors for a particular spatial channel characteristic. W_2 

As an example, consider the 8Tx ULA with (/2 spacing at the transmitter (eNB). For this particular antenna setup, a set of DFT (discrete Fourier transform) vectors forms a complete basis and hence serves as a good codebook. In this case, the following construction can be used:

8Tx ULA (/2 for rank-1 transmission: construction 1
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(3)

· We have N=1 (i.e. no need for PMI_1). CB_2 consists of 8 selection vectors which imply at least 3 bits of signaling for PMI_2.

· For higher ranks, CB_2 represents group selection. For instance, CB_2 for rank-2 consists of all or a subset of the twenty eight possible 8x2 group selection matrices which selects 2 out of 8 antennas. 

Construction 1 represents the critically-sampled DFT vectors. In general, it is beneficial to use oversampled DFT vectors especially for MU-MIMO or SDMA applications. While we can construct a design with N=1 with 8x8n matrix W_1 (where n is the oversampling factor), overhead reduction for updating W_2 can be obtained by partitioning the 8n DFT vectors into multiple W_1 matrices. Such partitioning can use the fact that direction of arrival (DoA) varies quite slowly for each UE. For example, with n=4 (resulting in 32 DFT vectors) and the desire to keep the size of W_1 8x8, the following construction can be used:

8Tx ULA L/2 for rank-1 transmission: construction 2
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(4)

· CB_2 is the same for different W_1 matrices. In this case, N=4. The selection of W_1 is indicated by PMI_1 (which requires a 2-bit signalling). PMI_2 and CB_2 for higher ranks follow construction 1. 

· A total of 32 length-8 vectors are obtained from
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 which amounts to oversampling the 8-dimensional complex space by a factor of 4. Strictly speaking, it is possible to synthesize each of the 32 vectors from the 8-DFT matrix used in (3) by choosing W_2 accordingly. While this minimizes the number of W_1 matrices, it increases the required number W_2 vectors. This, however, goes against the purpose of saving the short-term feedback overhead incurred by W_2.
· Notice that the construction in (4) divides the AoA space into 4 partitions. Each UE may update PMI_1 (and thus W_1) at a lower rate as the AoA region in which each UE resides changes slowly. The precise AoA may change at a faster rate. This is adapted with the change of W_2. Figure 3 depicts the rate at which AoA changes when the UE is 20m away from the eNB (which represents an extreme case). 
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Figure 3 AoA change within a given time interval
For the above designs, the final short-term precoding matrix/vector is computed as a matrix product of W_1 and W_2:
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3.2. Design 2 

The second design attempts to exploit a certain product structure of the spatial channel. This is particularly suitable for pairs of ULA as well as pairs of dual-polarized array setups. In this case, the spatial channel covariance matrix possesses a Kronecker product structure. 
Using the 8Tx dual-polarized setup as an example and assuming the spacing of (/2 between two dual-polarized antenna elements, the spatial channel covariance matrix can be approximated as follows:
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(6)

Here, the 4x4 covariance matrices C_H and C_V follow that of the 4Tx ULA with (/2 spacing. Taking into account the short-term components and the co-phasing, a reasonable precoder construction is as follows:
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(7)

The notation ( signifies the Kronecker product. The above construction is characterized as follows for rank-1 precoder:

· The long-term (and/or wideband) component W_1 can use the 4Tx DFT precoding codebook (critically sampled or oversampled). For a critically sampled 4-DFT codebook,
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(8)

A 4x oversampled (n=2) DFT codebook with 4 partitions can be represented as follows (analogous to Section 2.1):
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· The short-term (and/or frequency-selective) component W_2 is a combination of a length-2 co-phasing vector  and a combining/selection vector/matrix V. That is, 
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(10)
· Once the long-term and short-term components are selected, the final precoder is computed according to (7). 

· The design for higher ranks can be done similar to that in Section 3.1. 

3.3. Combinations

It should be noted that the above two designs are not exclusive of each other. In fact, it is possible to combine designs 1 and 2 into one codebook framework as depicted in Figure 1. Here, the different W_1 matrices corresponding to different designs are enumerated with PMI_1 while the codebook CB_2 for W_2 is dependent on the choice of W_1. Such setup allows the 8Tx design to accommodate for several scenarios including 8Tx ULA, pairs of dual-polarized elements, as well as other relevant scenarios.

4. Feedback Signalling Design

In this section, we propose some UE feedback signalling mechanisms in the context of 3GPP LTE-Advanced systems. In LTE Rel-8 and 9, there are currently two UE feedback mechanisms as far as PMI reporting is concerned:

· Periodic reporting on PUCCH (content piggybacked onto PUSCH in the presence of UL grant): wideband (frequency non-selective) PMI

· Aperiodic reporting on PUSCH: allow frequency-selective PMI reporting 

We mainly focus on how the two-stage PMI is reported on PUCCH and PUSCH regardless whether they are periodic or not. It is also assumed that the long-term component is not signalled semi-statically via higher layer configuration.

4.1. PUCCH-based reporting
It should first be noted that the concept of reporting PMI_1 (long-term PMI) is similar to that of RI where the reporting interval for RI can be configured larger than CQI/PMI for PUCCH-based reporting. Hence, the reporting mechanism for the long-term PMI_1 can be designed as follows:

· The reporting instances (subframes) of PMI_1 are aligned (identical) with those of RI. The reporting instances of RI are given in [5]. That is, PMI_1 is reported in the same subframes as RI. This is a reasonable solution to avoid complication due to inter-dependence among reports. Here, PMI_1 is reported at larger periodicity than RI where the periodicity of PMI_1 is an integer Q multiple of that of RI (Q=1, 2, 3,…). 

· While it is possible to reserve a different PUCCH resource for reporting PMI_1, this seems unnecessary since the PUCCH resource used for reporting RI (at most 3 bits for 8Tx) can still accommodate a few more bits as long as the payload size of PMI_1 is not excessive. Therefore, not only is PMI_1 reported at the same subframes as RI, but also PMI_1 shares the same PUCCH resource as RI (i.e. PUCCH resource(s) configured for format 2/2a/2b). PMI_2 is then treated as the Rel-8/9 PMI (which is reported together with CQI). 

· Figure 4 illustrates an example where the reporting periodicity of RI/PMI_1 is 4x as that of wideband CQI/PMI_2 with reporting offset of zero (M_RI = 4, N_OFFSET,RI = 0 according to [5] Section 7.2.2) where PMI_1 has the same periodicity as the RI.
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 Figure 4 Example of RI/PMI_1 and CQI/PMI_2 reporting mechanism 

4.2. PUSCH-based reporting
For PUSCH-based reporting, the typical payload is already very large. Hence, always augmenting a wideband PMI_1 on the report seems appropriate. Hence, there is no saving in terms of reporting rate. At the same time, PMI_1 is frequency non-selective unlike PMI_2 in some reporting formats.

5. Conclusion

In this contribution, we proposed some further refinement on the agreement in [1] for the 8Tx codebook design. In particular, we utilized the multi-granular/adaptive codebook framework [3, 4]. To ensure design flexibility, the second (short-term) codebook is made dependent upon the choice of the first precoding matrix. Two different designs were given: one is suitable for 8Tx ULA and the other one for 4 pairs of dual-polarized antennas. The two designs can be combined into a single codebook construction via the multi-granular (dual-stage) framework proposed in [1, 3] 
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