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1.
Introduction
Following the discussions at RAN1 #60 [1] and RAN1 #59bis [2] in cross component carrier scheduling in relation to the carrier indication field (CIF), we will present some considerations on the UE specific search space definitions. The contribution will mainly be focused on the search space definitions for cross-component carrier scheduling, as RAN1 approach for non-cross CC scheduling would imply that each component carrier would have its own UE specific search space. These non-cross CC UE specific search spaces would in principle have Rel’8 definitions with a potential randomization patterns to shuffle search position openings. However, at present, we do not see a strong need for such randomization patterns, as UEs prioritized for scheduling on multiple carriers would have high priority for scheduling and hence also have high priority for assignment of PDCCH resources.
The remainder of this contribution is focused on the UE specific search space for cross-CC scheduling, where we will assume that all associated carriers will be scheduled from a single PDCCH area on one carrier. The main focus for this discussion is related to carrier aggregation for bandwidth expansion, meaning that it is inherently assumed that the UE blind decoding capability will scale linearly with the number of carriers being aggregated.
2. Discussion
In this contribution we will focus on the performance of cross carrier scheduling. One of the central elements in terms of scheduling is the capability to be able to prioritize UEs for scheduling. There may be several reasons for differentiating between UEs priorities such as quality of service (QoS), HARQ retransmissions, prioritized C-plane signalling, etc. Hence, we have targeted at evaluating a fairly realistic scenario, where multiple prioritized UEs are selected for scheduling. To evaluate the potential blocking between aggregation levels, we have chosen to extract used aggregation levels from a system level simulation tool, and the probabilities reflects a scenario where most users can be scheduled with aggregation levels 1 and 2, and 10% of users are being scheduled by aggregation levels 4 and 8. The aggregation level probabilities are as follows:

· Aggregation level 1: 50%
· Aggregation level 2: 40%

· Aggregation level 4: 7%

· Aggregation level 8: 3%

As said above, one central element in terms of eNB scheduling is the feature of providing prioritized scheduling for UEs in the scheduling queue, so when creating users according to the above aggregation level distribution, they are also assigned a corresponding priority order such that it is possible to evaluate at which priority any blocking is experienced at. One of the performance metrics that will be used in the evaluation is which UE priority is experiencing the first blocking due to lack of PDCCH resources (lack of possibility to find available CCE resources at needed aggregation level) as well as which UE priority is experiencing the second blocking. The reason for also measuring the second blocking is to potentially exclude the rare occasion of a UE at aggregation level 8 blocking a single UE at aggregation level 1, which is possible even for very few UEs in the scheduling queue. Observing both first and second priority blocking, it will be possible to see if such situations impact the results. When evaluating the performance, all UEs are requesting scheduling on both carriers, and a blocking of scheduling for one CC out of the set of carriers would trigger a blocking occasion. In scenarios with a mixture of Rel’8 and cross-CC scheduled UEs, the blocking probabilities would naturally be different, but the tendencies from the presented results would not change with traffic mixes.
For the evaluation of the cross-CC scheduling strategies, we have investigated four different ways of creating the multi-CC UE specific search spaces. The approaches are shown in Figure 1 and shortly described below:
· Full overlap: The UE specific search space for all potentially scheduled component carriers is located at the exact same positions in the CCE structure. In case of similar DCI payloads between scheduling possibilities, the blind decoding efforts can be reduced significantly. At aggregation level 4 and 8, there will be problems with cross-CC scheduling in case of more than 2 component carriers.

· Single shift: Here, the starting position at each aggregation level is shifted by a single CCE aggregation position, such that there is a large overlap between the UE specific search spaces, such that in case of similar DCI payloads, the number of blind decoding attempts can potentially be reduced. The shift will increase by “1” whenever additional carriers are added to the search space.

· Concatenation: Here the UE specific search space is constructed such that there will be no or minimal overlap between the UE specific search spaces of different component carriers. This means that in case the search space for carrier #1 ranges from 0 to 5 at aggregation level 1, the search space for carrier #2 ranges from 6 to 11. This method might create fragmentation of the overall search space in case multiple UEs are scheduled at aggregation level 1 and cause early blocking of aggregation level 8 UEs.
· Interleaving: A method with the same background of concatenation of reducing overlap between UE specific search spaces. The interleaving at the aggregation level shown in Figure 1 will allow for clustering of UEs at lower aggregation levels and potentially reduce the fragmentation of the CCE resource space.
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Figure 1 Illustration of the UE specific search space in case of the four tested approaches for creating multi-CC search spaces. The CC1 fields with green indicates PDCCH search space positions for scheduling on component carrier number 1, while CC2 fields with light blue indicates PDCCH search space positions for scheduling on component carrier number 2. The search positions are indicated for aggregation level 1, and search positions for higher aggregation levels would be created in a similar way.
3. Simulation results

The simulations/evaluations have been conducted by creating a set of 40 UEs with prioritized order and with a probability of being assigned a certain aggregation level according to the distribution above. Each UE is also assigned a random ID to initialize the UE specific search spaces. Each simulation/evaluation attempts to assign as much UEs as possible, and statistics are registered for subsequent analysis. At total of 1000 simulation drops have been evaluated for these results. For the presented results, we have used 2 component carriers scheduled from a single PDCCH with a total of 80 CCEs available. It should be noted that one allocation would be for either UL or DL allocations, and in case multiple carriers are scheduled, the same set is scheduled for either UL or DL. For the scheduling evaluation, it has been assumed that the bandwidth allocation is symmetrical – that is same number of carriers for both UL and DL.
The evaluation of the first and second blocking is shown in Figure 2 and Figure 3 respectively. From these it is seen that the “Full overlap” will perform the worst, while the interleaving approach will on average be able to schedule 5 more UEs for this specific configuration before experiencing blocking of a user in the priority queue. A similar tendency is seen for experiencing second user blocking.
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Figure 2 Results of analysis of UE index (or priority) being blocked as the first user. Evaluation presented covers all four considered schemes for creating UE specific search spaces for cross-CC scheduling.
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Figure 3 Results of analysis of UE index (or priority) being blocked as the second user. Evaluation presented covers all four considered schemes for creating UE specific search spaces for cross-CC scheduling.

An analysis of the total number of UEs being scheduled by each algorithm (Figure 4), it is seen that linear concatenation will on average be able to schedule 3-4 more users than the other approaches. It is seen that between 15 and 30 users will potentially be scheduled by PDCCH, but it should be noted that these results are somewhat biased by the relative large number of UE being candidates for scheduling (meaning that there will be a number of single-CCE UEs for scheduling available for scheduling with very low priority). 
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Figure 4 Evaluation of the total amount of users allowed for scheduling. No analysis for the last scheduled UE index/priority has been conducted.
To illustrate the capability of each scheme to be able to utilize the CCE resources the number of UEs available for scheduling has been varied and statistics have been collected and are shown in Figure 5. From these numbers it is seen that after 12-15 UEs for scheduling, there will be a ‘filling effect’, where the relative resource utilization starts going into a non-linear region. This effect indicates that there starts being lack of resources for scheduling, and it becomes more difficult to find CCE resources that are not used. From this, it is also clear that approaches with more openings in general will have better utilization. This applies to “concatenation” and “interleaving”.
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Figure 5 Evaluation of the average CCE resource utilization as a function of the number of UEs eligible for scheduling. It is seen that 20 UEs in the scheduling queue will account for 70-80% of the resource assignments.
The results obtained above are summarized for the 50% levels in Table 1, where it is seen that in general the interleaving and concatenation approaches provides the better performance, but on the other hand, these approaches also create the most overall number of different control channel positions in the CCE resource domain. In case fewer positions are used, the higher potential for reduction of blind decoding attempts for configurations with similar DCI payload sizes.
Table 1 Summary of the simulation/evaluation results presented in this contribution. Numbers relate to two component carriers being scheduled from a single PDCCH.
	Search space scheme
	Number of UEs potentially scheduled
	UE priority blocked at first encounter
	UE priority blocked at second encounter
	Number of control channel positions

	Rel’8 reference scenario
	23.9
	13
	17.5
	16

	Full overlap
	25
	8.7
	12.6
	16

	Single shift
	25
	9.7
	13.2
	20

	Interleaving
	25
	13
	16.7
	32

	Linear concatenation
	28.4
	10.4
	14.1
	32


4.
Conclusions
We have presented some indicative results on the blocking performance for different approaches for search space definitions for cross-CC scheduling. Given the results we are of the opinion that care should be taken in the design of the UE specific search space for cross-CC scheduling. The following parameters should preferably be considered when defining the cross-CC search space for carrier aggregation:

· Potential minimization of number of blind decoding attempts by the UE.

· Reduction of fragmentation of search space.

· Maintain a connection to the Rel'8 definitions of the search space (such that search space for single-CC operation collapses into the Rel'8 search space).

· Reducing the probability blocking of high priority UEs.

· Maximizing the number of UEs potentially scheduled
It is proposed that RAN1 continues studies on feasible solutions for the UE specific search space for cross-CC scheduling, while still considering the impacts listed above.
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Appendix  A – additional results for Rel’8 performance
This appendix presents the numerical results for different scenarios that have been considered for these evaluations.

The evaluations of the algorithms assumed that all potential component carriers were eligible for scheduling, so to have a reference for the comparison of the different evaluation results, we have generated some release’8 performance results. These are shown in Figure 6Figure 7,  and Figure 8, where resource (CCE) utilization, maximum UE capacity, and UE priority blocking is shown respectively.
As the CA results have been generated with 2 carriers being aggregated, these results have been generated using only half the resources in the CCE domain (to have comparable number of users scheduled).
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Figure 6 The Rel’8 reference case which can be used for comparison to results presented inFigure 2 and Figure 3
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Figure 7 The Rel’8 reference case which can be used for comparison to results presented inFigure 4
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Figure 8 The Rel’8 reference case which can be used for comparison to results presented in Figure 5
Appendix  B – additional results for 5 carriers for cross-CC scheduling

To complete the picture of cross-CC scheduling, the evaluation has also been conducted with 5 carriers. The results are shown in the following figures.
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Figure 9 Results of analysis of UE index (or priority) being blocked as the first user 
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Figure 10 Results of analysis of UE index (or priority) being blocked as the second user
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Figure 11 Evaluation of the total amount of users allowed for scheduling 
Appendix C – On blocking probabilities
To further analyze the results related to blocking, the output from the simulation tool has been separated into aggregation level dependent statistics as well as a separation into the UEs being scheduled either on all CCs, on a subset of the CCs, or not being scheduled at all. All UEs being scheduled will count in the number of scheduled UE statistics, and this section is to explain the background for the concatenation results being significantly better than the other methods.
The detailed results are shown in Table 2 and Table 3 for concatenation and interleaving and when looking at the combined scheduling probability for the different schemes, as shown in Table 4. From this table it is seen that when considering the concatenation approach for only UEs that are being scheduled on all CCs (the target), it will perform the worst, while for considering the case of including partial scheduling, it will outperform all the other schemes.
Table 2 Scheduling probabilities for the concatenation configuration of the search spaces

	2 CC, concatenation
	Aggregation level 1
	Aggregation level 2
	Aggregation level 4
	Aggregation level 8

	All scheduled
	0.2580
	0.1907
	0.0175
	0.0041

	Partial scheduling
	0.1284
	0.0946
	0.0167
	0.0049

	No scheduling
	0.1116
	0.1147
	0.0379
	0.0209


Table 3 Scheduling probabilities for the interleaving configuration of the search spaces
	2 CC, interleaving
	Aggregation level 1
	Aggregation level 2
	Aggregation level 4
	Aggregation level 8

	All scheduled
	0.2804
	0.2251
	0.0235
	0.0063

	Partial scheduling
	0.0348
	0.0405
	0.0110
	0.0059

	No scheduling
	0.1836
	0.1363
	0.0351
	0.0175


Table 4 Combined scheduling probabilities for all investigated alternatives
	Approach:
	All scheduled
	All and partial scheduled

	Concatenation
	0.4704
	0.7149

	Interleaving
	0.5353
	0.6275

	Single shift
	0.5012
	0.6329

	Full overlap
	0.4985
	0.6325































































































