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1. Introduction 
According to the agreed way forward for Rel-10 feedback [1], two codebook indices together determine the precoder. One of the two matrices targets wideband and/or long-term channel properties. The other matrix targets frequency-selective and/or short-term channel properties. 

It is known that in MIMO systems, using the transmitting spatial correlation matrix to transform a baseline beamforming codebook can help to improve the feedback accuracy for correlated transmit antennas [2-3]. In LTE-A discussions [4-8], this correlation-matrix based approach has been discussed and the corresponding performance gains have been shown. The transmit correlation matrix 
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 is either quantized and fed back, or fed back as an indication of a long-term precoding beamforming matrix, either way providing the long-term wideband channel information. This is combined with a short-term precoder 
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, e.g. from the Rel-8 PMI codebook. Further details can be found in [9]. 
In this contribution, we discuss the codebook structure for long-term correlation matrix feedback and evaluate the correlation-matrix based feedback approach.
2.  Correlation-matrix based feedback approach
Each UE measures the transmit correlation matrix 
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. After quantization with a predefined codebook(s), a quantized transmit correlation matrix 
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 is generated. At each UE, 
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 is used to inform the short-term codeword selection, and the short-term precoding codeword 
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 is selected by 
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The baseline codebook 
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 can be the Rel-8 PMI codebook. 
The eNB retrieves the selected baseline codeword 
[image: image11.wmf]k

W

 (with the predefined codebook 
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) via short-term narrowband feedback and the quantized correlation matrix 
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 (with the predefined codebook(s)) via long-term wideband feedback, and generates the raw precoding matrix 
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which can be used for final selection of the precoder. 
3. Long-term codebook structures
In this section, we discuss possible structures for the long-term codebook for correlation matrix feedback. 
Basically, there are three approaches to quantize a matrix for feedback purposes: matrix-wise feedback, vector-wise feedback, and entry-wise feedback. 
With matrix-wise feedback, each UE selects a codeword matrix by a matrix-wise selection criterion and the eNB retrieves the selected codeword matrix with the same predefined matrix codebook via feedback. That is, only one selected matrix index is to be fed back. 
With vector-wise feedback, each UE selects 
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 vectors representing the matrix by a vector-wise selection criterion (criteria) and the eNB retrieves the selected codeword vectors with the same predefined vector codebook(s) via feedback and reconstructs the quantized matrix with the selected codeword vectors. That is, at least 
[image: image16.wmf]v

l

 selected vector indices are to be fed back. 
With entry-wise feedback, each UE selects 
[image: image17.wmf]s

l

 real scalars representing the matrix by a scalar-wise selection criterion (criteria) and the eNB retrieves the selected codeword scalars with the same predefined scalar codebook(s) via feedback and reconstructs the quantized matrix by the selected codeword scalars. That is, 
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 selected indices are to be fed back.
Our considerations on the codebook solutions within these different approaches are as follows. 
3.1 Matrix-wise feedback
For matrix-wise feedback, a correlation-matrix codebook 
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 consisting of 
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 codeword matrices 
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) is given and the most similar codeword matrix 
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 is selected as the quantized correlation matrix after comparing all 
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’s with the transmit spatial correlation matrix 
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. 
As an example, the following approach can be used to construct a correlation-matrix codebook 
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 for closely spaced ULA antenna configuration: 
It is known that for a real channel with closely-spaced ULA antennas, the normalized spatial correlation matrix, normalized by the maximal diagonal entry, can be approximated by an exponential correlation model, in which each 
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-th entry is of form 
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 where 
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 is a real number and all diagonal entries are approximated to 1 since the antennas are highly correlated [10]. Considering a complex channel, we can extend this normalized model to a complex exponential correlation model, in which each 
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 where 
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 is a positive real number smaller than 1 and greater than 0.5 since the antennas are highly correlated. 
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 and 
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 can be regarded as two random variables independent to each other. Therefore, we can design two real scalar codebooks 
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 and 
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, corresponding to the distributions of 
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 respectively, among which the distribution of 
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 is uniform. Subsequently, a correlation-matrix codebook 
[image: image40.wmf]R

 can be generated by fully combining the codewords in 
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 and 
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. Each codeword in 
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 is a Hermitian matrix of the same dimension as 
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 and constructed by two codeword scalars in 
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 and 
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 respectively. 
As examples, a 4-bit correlation-matrix codebook and a 6-bit correlation codebook are given in Appendix 2.1 and 2.2. 
3.2 Vector-wise feedback
A vector representation of the salient information of the long-term wideband spatial correlation matrix, such as eigenvectors and eigenvalues, can be quantized and fed back to the transmitter. Both transmitter and receiver can use the quantized eigenvectors and eigenvalues to form the correlation matrix. Since the eigenvectors corresponding to the different eigenvalues have different importance levels (e.g., the eigenvector corresponding to the principal eigenvalue is the most important), we can design a codebook of smaller size for the less important eigenvectors and eigenvalues.
A straightforward long-term wideband channel property representation could be the long-term beamforming matrix as the precoding matrix to form a beam pattern to a certain UE. If the long-term beamforming precoding vector 
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 is configured to feedback, it can be regarded as corresponding to the principal eigenvector of the long-term wideband transmit spatial correlation matrix. Then, one way to construct the normalized spatial correlation matrix could be 
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, where 
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 denotes the quantized value/matrix of 
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More information, such as an off-diagonal scaling factor or other eigen-vector and eigen-value information, can further improve the accuracy of the reconstructed spatial correlation matrix. Let 
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 denote the eigenvalues of the transmit spatial correlation matrix for a certain UE in descending order, and 
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 be the corresponding eigenvectors. If the 2 principal eigenvectors 
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 and corresponding eigenvalues 
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 are configured to be fed back, they can be quantized by vector quantization. A commonly used codebook for a spatially correlated channel is the DFT codebook. For the eigenvalue part, we can scale the eigenvalues by the principal eigenvalue and quantize the scaling factor 
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, which is smaller than 1. The normalized long-term wideband spatial correlation matrix can be reconstructed by
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3.3 Entry-wise feedback
An alternative approach for feeding back a correlation matrix is to quantize each entry in the upper triangle of the correlation matrix separately in a scalar way, without assuming any particular structure of the correlation matrix for a specific antenna configuration except the natural Hermitian structure. This entry-wise quantization method could be “all-weather” for any antenna configuration. But, for specific antenna configurations, such as closely spaced ULA, it would not be the most efficient quantization method. 
A possible entry-wise quantization approach, exploiting the nature of a correlation matrix, is as follows:
In an 
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 correlation matrix 
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, all diagonal elements 
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 are positive real numbers; each off-diagonal element 
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 can be represented by 
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 where the correlation coefficient magnitude 
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 is a positive real number less than 1 and the sufficient quantization range for the correlation coefficient phase 
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. Therefore, the random factors in 
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 can be divided into three sets: diagonal elements 
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’s, off-diagonal correlation coefficient magnitudes 
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’s, and correlation coefficient phases 
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’s. All random factors can be supposed to be independent of each other and all random factors in one set are identically distributed. Furthermore, to simplify the quantization, the correlation matrix 
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 can be normalized by the maximal diagonal element，
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. After the normalization, all diagonal elements in 
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 are positive real numbers not greater than 1. And, 
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’s are supposed to be independent and identically uniformly distributed in 
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. As a result, we can design three scalar codebooks 
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 for representing diagonal elements 
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 bits are generated and the encoder complexity is 
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 represents the processing complexity with a 
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As examples, two codebook solutions with 18-bit and 50-bit feedback overheads respectively are provided in Appendix 2.3 and 2.4. 
4. System-level simulation results and discussions
In our system-level simulations, we evaluated different long-term feedback solutions with MU-MIMO zero-forcing precoding and compare them with MU-MIMO ZF without correlation-matrix feedback (as the baseline) and unquantized correlation-matrix aided MU-MIMO ZF (as the upper bound). The simulation results are given in Table 1. The details of the simulation assumptions are given in Table 2 in Appendix 1. 
Note that in Table 1, MQ4 stands for the 4-bit matrix-wise feedback solution with the codebook given in Appendix 2.1, MQ6 stands for the 6-bit matrix-wise feedback solution with the codebook given in Appendix 2.2, VQ6 stands for the vector-wise feedback solution of the principal eigenvector quantization with 6-bit DFT codebook feedback solution, VQ12 stands for the vector-wise feedback solution of the principal eigenvector quantization with 6-bit DFT codebook, second principal eigenvector quantization with 3-bit DFT codebook and 3-bit eigenvalue scale factor quantization, SQ18 stands for the 18-bit entry-wise feedback solution with the codebooks given in Appendix 2.3, SQ50 stands for the 50-bit entry-wise feedback solution with the codebooks given in Appendix 2.4.

Table 1 System-level simulation results
	
	Throughput
	Cell edge

	Without R
	3.18 (100%)
	0.113 (100%)

	Unquantized R aided
	3.77 (118.5%)
	0.123 (108.9%)

	MQ4 (4-bit)
	3.58 (112.6%)
	0.119(105.3%)

	MQ6 (6-bit)
	3.69 (116.0%)
	0.120 (106.2%)

	VQ6 (6-bit)
	3.45 (108.5%)
	0.115 (101.8%)

	VQ12 (12-bit)
	3.60 (113.2%)
	0.120 (106.2%)

	SQ18(18-bit)
	 3.63(114.2%)
	0.121(107.5%)

	SQ50(50-bit)
	3.74(117.6%)
	0.122 (108.2%)


From the simulation results above, we can see that MQ4 and MQ6 achieve quite good performances with less feedback overhead. The underlying reason for the high efficiency of the matrix-wise feedback solutions is because they exploit the structure of the spatial correlation matrix in simulated scenario (closely spaced ULA configuration). It is possible that under other antenna configurations, MQ4 and MQ6 may not work as well as under closely spaced ULA configuration. 
VQ6 and VQ12 also achieve significant performance gains, though relatively less. As mentioned above, vector-wise feedback solutions have their own advantages, such as that they relate directly to a long-term beamforming matrix. 
SQ18 and SQ50 achieve good performance gains but with relatively large overhead. However, as mentioned above, such entry-wise feedback solutions are all-weather feedback solutions, suitable for all antenna configurations. 
5. Conclusion
In this contribution, we evaluate the correlation-matrix based approach to the two-codebook feedback way forward, with various long-term feedback approaches. Our simulation results show that significant system gains can be achieved by employing the correlation-matrix based approach in a MU-MIMO system with enhanced feedback (long-term plus short-term feedback). 
Though we show that the matrix-wise feedback solutions for closely spaced ULA configuration are quite efficient, the spatial correlation matrix can also be approximated by using long-term beamforming precoding vector feedback. 
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Appendix 1: Simulation assumptions
Table 2 Simulation assumptions
	Parameter
	Assumptions used for evaluation

	Deployment scenario
	3GPP case 1, 3D, SCM-UMa with large angle spread

	Duplex method and bandwidths
	FDD: 10MHz for downlink

	Network synchronization
	Synchronized

	Handover margin
	1.0 dB

	Antenna configuration (eNB)
	Configuration C)  Correlated: co-polarized: 0.5 wavelengths between antennas (4 Tx: |||| )

	Antenna configuration (UE)
	Vertically polarized antennas with 0.5 wavelengths separation at UE (2 Rx: ||)

	Downlink transmission scheme
	Single-cell Tx correlation-matrix aided MU-MIMO, rank 1 per UE

	Downlink scheduler
	Proportional fair in time and frequency

	Feedback assumptions
	Subband PMI, subband CQI, long-term wideband Tx correlation-matrix report
PMI/CQI/RI report with 5ms periodicity, 6ms delay

Tx correlation-matrix report with 100ms periodicity, 6ms delay

Subband CQI with measurement error: N(0,1dB) per PRB

	Downlink HARQ scheme
	Chase combining

	Downlink receiver type
	MMSE

	Channel estimation
	Ideal

	Control channel and reference signal overhead
	As agreed in ITU assumption with DL CCH of 3 OFDM symbols

LTE-A: 0.3063


Appendix 2: codebook examples

2.1 4-bit matrix-wise feedback solution
Table 2 4-bit correlation-matrix codebook
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2.2 6-bit matrix-wise feedback solution
Table 3 6-bit correlation-matrix codebook
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2.3 18-bit entry-wise feedback solution
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2.4 50-bit entry-wise feedback solution
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