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1. Introduction

In RAN1#60, it was agreed that implicit type of feedback will be used for Rel. 10 with the PMI feedback structure consisting of two components [1]. The two components jointly determine the UE recommended precoder. One of the components may target the wideband/long term channel property while the other component captures the frequency selective/short term properties of the channel. It is also observed in the way forward in [1] that Rel. 8 feedback type is a special case of this structure by viewing one of the components as an identity matrix or a scalar value of one.
In this contribution, we propose a novel feedback scheme, which is consistent with the above framework, to improve CSI accuracy for MU/SU MIMO.  The scheme, which we call “successive codebook refinement” (SCR), achieves performance which approaches that of codebook adaptation [3 -10] with ideal covariance feedback, and yet does not require any covariance feedback overhead. Instead, the SCR uses the PMI feedback history to refine the current codebook. As the PMI history is available at both the UE and eNB, there is no extra feedback cost for the refinement process.
2. Successive Codebook Refinement
The basic idea of codebook refinement is based on the observation that the past PMI/CQI feedback contains information about the spatial and time correlations of the channel. For example, the rank 1 feedback is a quantized version of the principal eigenvector of the channel covariance. Similarly, rank 2 feedback, in most cases, will reveal the basis of the subspace spanned by the two strong eigenvectors while the CQI could reveal information about the relative strength of the maximum eigen-modes. Therefore, by looking at the past measurements of the UE, one can identify a narrow subspace over which the channel varies. With this knowledge, the codebook can be generated over the smaller subspace resulting in improved accuracy of the channel measurements. There are many ways by which one can perform codebook refinement based on the past measurements. In this contribution we develop the SCR scheme along the lines of codebook adaptation.
The SCR comprises of two steps. First, the UE estimates the covariance matrix using the past PMI feedback. This can be most generally represented by
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 is the codeword to which the PMI at time “t” points to and CB(t) is the codebook during that feedback instant. 
Then, the UE adapts the codebook based on this estimate. The adaptation is represented mathematically as 
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Where CB(t) is the codebook during the feedback instant t, CB(0) denotes the base codebook, and “norm”  indicates the normalization of the codeword entries to make them unit norm (for rank 2 it can also include Gram-Schmidt orthogonalization.)
Note that the discrete index t above refers to the reporting instances of the PMI (which need not occur necessarily at consecutive TTIs). The procedure of covariance estimation and codebook adaptation is carried out at both the UE and eNB in a consistent manner, using the same PMI history.
The memory in the calculation of R(t) is a parameter that can be optimized for the operating scenario. Also, R(t) can in general be regularized to prevent codebook degeneration in cases where the rank of R(t) is less than or equal to the maximum possible rank of the codebook. Regularization may also improve the channel tracking robustness. 
SCR can be formulated with either wideband or sub-band PMI feedback. In the following we describe several alternatives for constructing the covariance matrix from past PMIs. 
2.1. Continuous update
The covariance estimate is continually updated every feedback instance. The covariance matrix is either accumulated by a first order autoregressive model
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Where
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, or by a sliding window where the T recent PMI’s are utilized 

[image: image6.wmf]å

+

-

=

=

t

T

t

n

n

v

n

v

T

t

R

1

*

)

(

)

(

1

)

(






(4)
The smaller the 
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 (and, correspondingly, the smaller the time-window T) the shorter is the effective averaging of the covariance. 
We show in section 3 that 
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 is a reasonable choice. 
2.2. Block Update 
The codebook is kept constant for a block of T feedback instants and the codebook for the current block is determined by the UE feedback in the previous block. Such a model is useful to reduce the UE complexity as codebook calculation is restricted to every T feedback instants. After the feedback for the current block is completed, the covariance is estimate by
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Where 
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 is the regularization-parameter and I is the identity matrix.
The codebook for the next block is adapted as follows:
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2.3. Differential Feedback
If Eq. (5) is used with T=1 then R(t) is determined by the last PMI. This case can be interpreted as a (time-domain) differential-PMI feedback. As with block-update, regularization is needed here to prevent codebook degeneration, and the covariance estimate is expressed by
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2.4. SCR with subband PMI

The formulation so far referred to wideband PMI. It can be extended to subband-PMI feedback in two ways. The first way is to define R(t) per subband. I.e., Eqs. 3-7 are interpreted as being computed per subband.
The second way is to construct a wideband R(t) by averaging the per-subband terms as follows. With autoregressive, continuous update:
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Where 
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 is the codeword corresponding to the PMI of subband w at the feedback instant t, and W is the total number of subbands. 
Similarly, with block update the covariance is estimated by:
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And with time-differential feedback it is defined as
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We note for completeness that with subband PMI the differential interpretation can be extended to the frequency-domain as well. We do not explore this option in this contribution.

3. System Level Simulation:
Tables 1-3 demonstrate system level simulations for MU-MIMO transmission with SCR as defined in Eqs. 3-7 and compare them to Rel-8 type feedback. Tables 1-2 correspond to subband PMI feedback and Eqs, 3-7 were computed per subband. Table 3 corresponds to wideband PMI and wideband R. We also compare SCR to the adaptive codebook case with perfect, wideband-R feedback. We focus on 8x2 ULA antenna configurations with 0.5λ spacing and on Urban Micro and Macro channel models. Other simulation assumptions are given in the appendix.
	8x2 ITU UMi 0.5λ MU-MIMO ZF Precoding
SB-CQI/PMI
	Average Tput,  
b/s/Hz
	5% cell-edge
b/s/Hz

	CB
	2.96
	0.130

	Perfect R: R-CB

R update rate = 1s
	3.49
	0.150

	Autoregressive SCR 
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 =0.98
	3.44
	0.149

	Differential SCR 
[image: image20.wmf]b

=0.02
	3.48
	0.157

	Block  SCR 
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 =0.02 
T=100ms
	3.36
	0.145


Table 1
	8x2 ITU UMa 0.5λ MU-MIMO ZF Precoding
SB-CQI/PMI
	Average Tput,  
b/s/Hz
	5% cell-edge

b/s/Hz

	CB
	2.42
	0.086

	Perfect R: R-CB
Covariance update rate=1s
	2.88
	0.098

	Autoregressive SCR 
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 =0.98
	2.84
	0.095

	Differential SCR 
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=0.02
	2.67
	0.083

	Block SCR 
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 =0.02 
T=100ms
	2.76
	0.087


Table 2
	8x2 ITU UMi 0.5λ MU-MIMO 

ZF Precoding

WB CQI/PMI
	Average Tput  
b/s/Hz
	5% cell-edge

b/s/Hz

	CB
	2.57
	0.102

	Perfect R: R-CB

R update rate=1s
	2.97
	0.116

	Autoregressive SCR
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 =0.98
	2.92
	0.115

	Differential SCR
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=0.02
	2.96
	0.122


Table 3

Observations:

· All three SCR modes provide gain of around 15% in both cell-average and cell-edge throughputs over the Rel.8 type feedback in the urban micro scenario. The differential-SCR achieves the highest performance, approaching that of CB adaptation with perfect-R feedback.
· In the urban macro scenario, where the channel changes faster than in the urban micro scenario, the autoregressive averaging technique wins over the other SCR schemes. The autoregressive-SCR gain over Rel8-type feedback is more than 15% in the average throughput and about 10% in the cell-edge throughput. The differential-SCR suffers a relative loss compared to the urban micro scenario due to the faster channel variations which reduce the efficiency of the time-differential feedback.
· Overall, the autoregressive and block SCR approach the performance of CB adaptation with ideal long-term R feedback. Given that the latter scheme requires an explicit R feedback, and given that some degradation is expected due to the quantization of this R feedback, the advantage of SCR stands out.
4. Discussion
The most attractive feature of SCR is that it does not require any additional feedback bits to improve significantly the CSI accuracy of Rel. 8 type of feedback. It is beneficial to view SCR in terms of successive refinement of the channel quantization error. Using the past PMI reports the UE determines the subspace within which the channel varies; then the codebook is adapted to cover that subspace more efficiently. 
The amount of the past feedback information that goes into approximating the covariance matrix, and its weight compared to the most recent channel information, determine the trade-off between minimizing the feedback quantization error and the ability to track future channel variations. The autoregressive-SCR with
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 roughly corresponds to an effective average over 50 feedback instances (with the most recent ones having higher weighting over the outdated ones within this window). With the block-update formulation this trade-off is determined by the block size T. Block-SCR resembles most the long-term-covariance-based CB adaptation [4], [10] where the estimated long-term covariance over a time period T is sent every T and used for the CB adaptation. 
In the autoregressive and block SCR, where R is being averaged over hundreds of msec, the PMI can be regarded as a difference between the instantaneous channel and its long-term average. In contrast, the differential-SCR represents a channel difference between one feedback-instance to the next. As such, it captures both the CB adaptation AND differential-feedback concepts, allowing a more accurate feedback. On the down side, like any differential feedback, it is more prone to degradation from PMI transmission-errors. Nevertheless, we show in [2] that the errors can be mitigated by periodically resetting the codebook. We also show in [2] that the autoregressive SCR is robust to these errors even without any reset.
More details on the effect of feedback errors, convergence-rates and performance in SU-MIMO mode (where the rank of the feedback can alter from one feedback instant to the other) are provided in [2].

5. Conclusion
Based on the evaluations in this contribution and further results from the companion contribution [2], it can be concluded that SCR can be employed to significantly enhance MU-MIMO performance without requiring any change in the PMI feedback format. We therefore recommend RAN1 to explore SCR as an enhancement to the LTE Rel-8 feedback in LTE Advanced. 
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7. Appendix: Simulation Assumptions
The following table lists the parameters that we used in the system simulation.

	Parameter
	Assumption

	Antenna Configuration
	8 Tx eNB: ULA 0.5 lambda

2-Rx UE: ULA, 0.5 lambda

	Channel Model
	ITU Urban Micro, Urban Macro

	Traffic Model
	Full Buffer

	Duplex method 
	FDD 10MHz

	Cellular Layout 
	Hexagonal grid, 19 cell sites, 3 sectors per site with wraparound

	Number of users 
	10 (on average)

	UE Feedback
	PMI/CQI for all schemes and WB covariance for R-CB

	Feedback Granularity
	1 CQI/PMI report for 5 PRBs,  
Wideband covariance report for explicit R feedback.

	Feedback Impairments
	Reporting period: 5 ms for PMI/CQI.   
                           1s for covariance report in adaptive codebook (R-CB)
Delay: 5 ms

	Codebook
	8 Tx:   4-bit CHT CB [11]

	Scheduler Type
	Proportional fair

	MU-MIMO Precoder
	Zeroforcing

	MU-MIMO UE Pairing
	Chordal distance of 1.8 

	Rank-adaptation
	1-layer beamforming per UE, 2 UEs in MU-MIMO

	HARQ Scheme
	Chase Combining 

	Maximum number of retransmissions
	3

	OLLA
	On with Target BLER=20% and warm-up time=1s

	Inter-cell interference modelling
	4 strongest interfering cells are explicitly modelled.

	Receiver Configuration
	Ideal MMSE

	Overhead
	30.3 % (Agreed overhead assumption for performance evaluation for ITU submission (LTEA MIMO/CoMP, 3 control symbols))
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