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1. Abstract
This document identifies the service attribute requirements that apply to Ethernet Services and UNIs for mobile backhaul based on MEF standards. In addition, new interface and service attributes have been specified where needed. The services and requirements in this Implementation Agreement are based on the services defined in MEF 6.1 Ethernet Service Definitions – Phase 2 ‎[2] and the attributes in MEF 10.2 Ethernet Service Attributes ‎[3], and aims to be flexible to support a wide range of Ethernet and existing mobile network deployments.
2. Abbreviations
	Abbreviation
	Definition
	Reference


	3GPP
	3rd Generation Partnership Project
	‎[15]

	BSC
	Base Station Controller
	‎[36]

	BTS
	Base Transceiver Station
	‎[36]

	CDMA
	Code Division Multiple Access
	

	CE
	Customer Edge
	‎[3]

	CoS
	Class of Service
	‎[3]

	EPL
	Ethernet Private Line
	‎[2]

	EVC
	Ethernet Virtual Connection
	‎[2]

	EVPL
	Ethernet Virtual Private Line
	‎[2]

	EP-LAN
	Ethernet Private LAN
	‎[2]

	EVP-LAN
	Ethernet Virtual Private LAN
	‎[2]

	EP-Tree
	Ethernet Private Tree
	‎[2]

	EVP-Tree
	Ethernet Virtual Private Tree
	‎[2]

	FD
	Frame Delay
	‎[3]

	FDV
	Frame Delay Variation
	‎[3]

	FLR
	Frame Loss Ratio
	‎[3]

	GIWF
	Generic Inter-working Function
	This Document

	GSM
	Global System for Mobile communication
	‎[36]

	LTE
	Long Term Evolution
	‎[36]

	MEN
	Metro Ethernet Network (used interchangeably with Carrier Ethernet Network)
	‎[3]

	MME
	Mobility Management Entity
	‎[36]

	MTU
	Maximum Transmission Unit
	‎[3]

	N/S
	Not specified
	

	NTP
	Network Time Protocol
	‎[26]

	PCP
	Priority Code Point
	‎[11]

	PEC
	Packet based Equipment Clocks
	‎[19]

	PDH
	Plesiochronous Digital Hierarchy
	‎[27]

	PTP
	Precision Time Protocol
	‎[25]

	RAN
	Radio Access Network
	This Document

	RAN BS
	RAN Base Station
	This Document

	RAN CE
	RAN Customer Edge
	This Document

	RAN NC
	RAN Network Controller
	This Document

	RBS
	Radio Base Station
	‎[36]

	RNC
	Radio Network Controller
	‎[15]

	S-GW
	Service Gateway
	‎[36]

	SLA
	Service Level Agreement
	‎[3]

	UNI
	User Network Interface
	‎[3]

	VLAN
	Virtual LAN
	‎[3]

	WCDMA
	Wideband Code Division Multiple Access
	‎[36]

	WiMAX
	Worldwide Interoperability for Microwave Access
	‎[17]


Table 1: Abbreviations
3. Introduction
The term mobile backhaul includes a spectrum of networks and network technologies, including the Radio Access Network (RAN) and Core Networks. This Implementation Agreement uses the term mobile backhaul to refer to the network between the base station site and the network controller site. Mobile backhaul networks have traditionally been realized using TDM and ATM technologies. However, next generation mobile equipment and networks will be based on Ethernet. Carrier Ethernet services will provide the connectivity in the mobile backhaul network, possibly in a converged network together with traditional fixed services. 
Ethernet is becoming increasingly available, even at sites with access to legacy services. This opportunity allows mobile operators to make the choice of which transport technology to utilize. In some cases where there is circuit based equipment that is co-located with newer Ethernet based equipment it may be suitable to use a single transport technology to lower costs.
This document defines the Ethernet services requirements for the mobile backhaul. These definitions aim to support a wide range of Ethernet based mobile network deployments.
Mobile Topologies
This section illustrates different radio network topologies, how they relate to certain mobile technologies, and what to consider when defining Ethernet services for different topologies. It is not the ambition to provide a full description of each mobile technology. The reader is advised to consult the appropriate mobile standard for additional details.

Mobile technologies, such as in GSM, WCDMA, and CDMA build on centralized topologies. This means that user plane and control plane traffic go directly between Radio Base Stations (RBS) and the Network Controller (NC). The figure below provides an example of centralized connectivity for GSM (where the RBS is called Base Transceiver Station (BTS) and the NC is called Base Station Controller (BSC)) and WCDMA (where the RBS is called the Node B and the NC is called Radio Network Controller (RNC)) ‎[36]. The figure includes the logical interfaces
 defined by 3GPP connecting the RBS and NC. CDMA networks are constructed in a similar fashion.
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Figure 1 - Example of centralized topologies
The evolution of mobile technologies has led to a decentralized topology as a result of some functionality previously residing in the NC being pushed out to the RBS. This is the case for both LTE and WiMAX. LTE is exemplified in the Figure 2 below. Notably, LTE is based on IP from the start and has a definitive multipoint topology as each eNB (the terminology used for RBS in LTE) is connected to multiple core nodes, these are the Service Gateway (S-GW) and Mobility Management Entity (MME); that may or may not be located on the same physical site. The S-GW terminates the user plane traffic and the MME terminates the control plane traffic. It should be noted that LTE has the concept of “pooling”, which means that an eNB may be connected to a pool of S-GWs and MMEs. A pool consists of more than one entity. ‎[36]
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Figure 2 - Example of a decentralized topology
Another notable difference in LTE is the logical interface between RBSs, called X2, which is not present in GSM or WCDMA. In LTE, this interface is used only in relation to handover between RBS nodes. Each eNB has an X2 interface relationship with each of its radio neighbors, e.g.; other RBS nodes for which handovers are possible. The radio neighbors for a given eNB are unique and dynamic, meaning an eNB may add or remove radio neighbors over time.

Note 1: 3GPP does not require Ethernet connectivity between the eNB and other eNBs or between the eNB and S-GW or MME. 

LTE and WiMAX are radio technologies based on IP connectivity; whereas GSM and WCDMA systems started using TDM based backhaul and evolved to use IP later. Therefore utilizing mobile systems that previously utilized TDM based transport either requires the base stations to be modernized to use IP or alternatively use circuit emulation services when needed.

Some radio deployments will utilize security mechanisms, such as IPSec. In a centralized topology the security gateway will typically be located on the same site as the NC. The topology of the network is not impacted when IPSec is used for mobile technologies with a centralized architecture.

For LTE and WiMAX, which are decentralized, the solution may look different and may impact the topology. In an extreme case, each logical connection between radio nodes may be encrypted. In this case a radio node will need to have connectivity to each adjacent node to which an encrypted connection is established. Alternatively, point-to-point encrypted tunnels are provisioned between an eNB to a centralized point in the network, where traffic is then forwarded appropriately, e.g.; to a neighboring eNB or a core node.

Note 2: the use of IPSec is optional in 3GPP.

Note 3: O&M traffic for node management may be treated as a separate logical interface. This implies that O&M traffic may have a different logical and physical connectivity for the control plane and user plane traffic.

5. Scope and definitions
The scope reflects the ambitions for the continuation of the Mobile Backhaul Implementation Agreement. This section includes: a description of a mobile backhaul reference model; definitions of new reference points and functional elements; and describes use cases that reflect possible mobile backhaul deployments.
5.1 Reference models
A mobile backhaul network can take on a constellation of forms depending on factors such as transport technology, mobile standard, operator preference, etc. This Implementation Agreement (IA) focuses on the network between radio base stations and radio network controllers, herein referred to as mobile backhaul. The mobile backhaul can be interchanged with the MEN with respect to the reference model in this IA. Figure 3 describes a simple reference model where the mobile backhaul is a single Metro Ethernet Network (MEN) that connects the mobile network nodes, referred herein as RAN Customer Edge (RAN CE). 

RAN CE is a generic term that identifies a mobile network node or site, such as a RAN Network Controller (RAN NC) or a RAN Base Station (RAN BS). A RAN NC may be a single network controller or a site composed of several network controllers including: OSS, WCDMA Radio Network Controller, or synchronization server. A RAN BS may also be a single base station or a collection of several base stations. Multiple RAN NCs and RAN BSs can be connected to the MEN at any given time.
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Figure 3 : Single MEN Domain Mobile Backhaul Reference Model
More complex scenarios involving multiple MEN domains are possible but these are out of scope for Phase 1 of the Mobile Backhaul Implementation Agreement and are left for further study.

5.2 Use Cases

Based on the basic reference model above in Figure 3 it is possible to derive the use cases below, where each use case presents a possible deployment scenario using Ethernet services. Although the use cases are not exhaustive of all possible deployment scenarios, they will be the foundation of the Mobile Backhaul Implementation Agreement Phase 1. The focus of this IA is to recommend capabilities at the UNI and applicable Ethernet Services in support of mobile backhaul; referencing MEF specifications, and proposing extensions when necessary. Details about traffic transmitted over Legacy Networks, e.g. ATM or TDM, are out of scope.
Use cases 1a and 1b below depict deployments where the RAN BS and RAN NC can not be directly connected to a UNI because they have non-Ethernet based interfaces, such as ATM or TDM. These interfaces are illustrated in Figure 4 and Figure 5 as Non-Ethernet I/F. Use cases 1a and 1b require that the RAN CEs first connect to a Generic Inter-working Function (GIWF), which in turn is connected to the UNI, see Section ‎11.
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Figure 4: Use Case 1a

Use case 1a, above, illustrates a split access scenario where there are two parallel networks, a legacy network and MEN, that transport different types of mobile traffic. This may be appropriate in cases where an operator wants to offload low priority high bandwidth traffic from the legacy network to the MEN in order to scale after network demand. How and where traffic is split and sent over the legacy network is out of scope for this implementation agreement.
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Figure 5: Use Case 1b
Figure 5 depicts a deployment scenario where the legacy network has been substituted by a Carrier Ethernet Network and where the RAN CE is connected to the MEN via a GIWF. In this use case all traffic from the RAN CE is transported over the MEN using Ethernet services. 

The last two use cases illustrate RAN CE equipment that can be connected directly to the UNI via an Ethernet interface eliminating the need for a GIWF. Use case 2a is similar to use case 1a in the way the MEN is used to offload certain traffic, such as low priority high bandwidth traffic, from the legacy network. How the RAN CE transports real-time and synchronization traffic via the legacy network is out of scope for this implementation agreement. 
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Figure 6: Use Case 2a

Lastly, Figure 7 shows the case where all traffic is transported via Ethernet services over the MEN. How the Ethernet services are realized may vary depending on the mobile technology that is deployed, vendor equipment, operator requirements, and the type of services offered by the carrier.
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Figure 7: Use Case 2b

5.3 In Scope

The following are within the scope of this Implementation Agreement:

· Utilize existing MEF technical specifications with required extensions to interface and service attributes. 

· Provide requirements for UNI-C and UNI-N beyond those in ‎[4] and ‎[5].

· Define requirements for Ethernet Services.

· Provide requirements for Link OAM and Service OAM Fault Management.

· A single Metro Ethernet Network with external interfaces being only UNIs.

· Provide requirements for Class of Service and performance recommendations, where possible.

· Define synchronization requirements where possible for transparent packet based synchronization methods and synchronous Ethernet.
· Functional requirements applicable to GIWF interfaces.

· Specify resiliency terminology and requirements for mobile backhaul.

· Include the mobile standards: GSM, WCDMA, CDMA2000, WiMAX 802.16e, and LTE.
5.4 Out of Scope

Topics that are not within the scope of this Implementation Agreement include:
· Provide an architectural and functional description of the MEN internals.

· Provide a normative definition or implementation specification of the Generic Inter-working Function.

· Provide details regarding Legacy Networks.
· Define synchronization architectures or promote any particular synchronization technology.
· Define mobile network evolution scenarios. 

6. Compliance Levels

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", "MAY", and "OPTIONAL" in this document are to be interpreted as described in IETF RFC 2119 ‎[13]. All key words must be in upper case, bold text.
7. Resiliency

7.1 Reference Model

The Mobile Backhaul network reference model is illustrated in Figure 8 below. Three domains for which resiliency requirements may be defined are illustrated in the figure. These are: UNI-C to UNI-N, UNI-N to UNI-N, and End-to-End Flow. This reference model is used when defining resiliency terminology and requirements. The reader shall be aware that the terminology and requirements specified herein may also apply to applications other than Mobile Backhaul.
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Figure 8: MBH Network Reference Model

UNI-C to UNI-N refers to the physical connectivity between the nodes instantiating the UNI-C and UNI-N functions. This area may be used to specify resiliency requirements for the connectivity between the RAN CE site and the MEN.

The domain UNI-N to UNI-N is the responsibility of the Service Provider. The Customer may put requirements on this connectivity based on performance requirements (e.g.; restoration time) or path characteristics (e.g.; path diversity).

Lastly, the End-to-End Flow domain is between UNI-Cs in the Customer domain. This is considered to be out of scope of this document and left to the discretion of the Customer as it does not put functional requirements on the Service Providers nodes or network. However, the Customer may put requirements on diversity in the network. 
7.2 Resiliency Terminology
The following section specifies the terminology applicable to resiliency in mobile backhaul. The scope of these terms has been adapted to the scope of this specification.
7.2.1 Path
An Ethernet Path is network connection capable of transferring traffic between endpoints across nodes and links at the same Eth sublayer. 
From the Service Provider’s perspective, a path is the network connection confined between ingress and egress UNI-Ns. 
From the Customer’s
 perspective, a Path is an EVC connecting two or more RAN CE UNIs. 

Editor’s note: MEF 12.x proposes terms that capture the notion of a path from the Service Provider’s (SP EC) and Customer’s (Subscriber EC) perspective, respectively. It is proposed to use the terminology in MEF 12.x when the text matures.
7.2.2 Primary Path

Primary Path is the initial Path to forward Service frames between two or more RAN CE UNIs under normal conditions where there is no failure. Deciding which path to delegate as the Primary Path may be controlled by the resiliency mechanism or configured through management. 
7.2.3 Working Path
Working Path denotes a Path that is used to forward Service Frames. After a switchover event, the Recovery Path becomes the Working Path. (Note that switchover can happen also due to administrative Command).
7.2.4 Recovery Path
Recovery Path is a Path used to transport Service Frames in case there is a failure in the Primary Path. With some resiliency schemes, such as 1+1 linear protection, Service Frames are forwarded on the Recovery Path as well as in the Primary Path under normal conditions. 
7.2.5 Facility
Facility is a physical element in the transport network such as a node or link.
7.2.6 Domains

Domains represent a group of facilities that are grouped for a particular purpose. 

Note that in the scope of this specification domains only represent facilities grouped for the purpose of providing protection for specified resources.
7.2.7 Resiliency

Resiliency
 is a qualitative description of the capability of a transport network to withstand or recover from failed or degraded transport paths and facilities. Resiliency provides the MEN with a self-healing property that allows it to continue to function with minimal or no impact to the network services upon degradation of facilities or equipment in the MEN. It is acknowledged that there are limits to how much the network can be disrupted while maintaining services, but it is expected that the network has the ability to protect against failures that would otherwise disrupt the required SLA.

Network resiliency may be achieved through network protection. Protection is an architectural feature of a transport network that provides mechanisms for failure detection and switchover to ensure service continuity. An example of protection is the ability to switchover from a working path to a protection path when a switchover event occurs ‎[29]. 

A Service Provider may employ network protection to fulfill the service performance requirements for Availability Performance and Frame Loss Ratio Performance. However, the mobile operator may want to explicitly order a protected service and specify requirements related to the performance and behavior of the protected service. Some of these requirements are specified as EVC and UNI requirements as described in sections ‎7.1 and ‎8.1.

7.2.8 Recovery
Recovery is an action taken to reinstate a failed service. Recovery is a general term used to denote either protection or restoration. The following terms are associated with recovery.

7.2.9 Protection
Protection makes use of pre-assigned capacity between nodes and the protection switching action is assured. If the Primary and Recovery Paths have a Shared Risk Node Group that fails, then the protection action cannot be completed.
Note that a Protecting Path is pre-provisioned and resources are pre-allocated/reserved prior to switchover. As a corollary, this arrangement allows for short restoration times since the protection switching action may be sub 50ms. The total Connectivity Restoration Time, as illustrated in Figure 10, is the sum of the time it takes to detect a failure and the time to restore connectivity with the switching action. Therefore the total Connectivity Restoration Time is also dependent on the speed of fault detection mechanism to detect failures.

7.2.10 Restoration
Restoration makes use of any capacity available between nodes to reestablish connectivity at the time of the switchover. Resources may be pre-calculated.

7.2.11 Shared Risk Group (SRG)
Shared Risk Group is a group of facilities sharing a common physical and logical resource (including links and nodes) i.e. sharing a common risk. SRG is a composed of:
· Shared Risk Link Group (SRLG) is a group of links sharing the same risk. For example, fibers in the same conduit.

· Shared Risk Node Group (SRNG) is a group of nodes sharing the same risk, such as facilities connected to the same switch node.

· Shared Risk Domain Group (SRDG) is a group of transport facilities sharing the same risk domain. Note that the risk can also apply to geographical locations. An example is facilities in the same building or central office (CO).
7.2.12 Diversity

Resource diversity can be specified for three levels: Link Diversity, Node Diversity, and Path (i.e. Ethernet Connection (EC)) Diversity.

7.2.12.1 Link Diversity
Link Diversity means that when there are more than one physical link (such as fiber or cable) between e.g. RAN CE UNI-C and the UNI-N these links do not share the same Link Risk Group. In other words, it is. An example to increase diversity is to ensure the physical links use different conduits and/or are geographically diverse. In the case of Link Diversity, it is not precluded that the physical links terminate on the same node.

7.2.12.2 Node Diversity
Node Diversity means that diverse nodes do not share the same Node Risk Group. This may be realized when each physical link from e.g. RAN CE terminates on different Transport Nodes (TN) in the MEN, as illustrated in Figure 9 below. The TN is expected to implement part of or all of the UNI-N functions. Node Diversity implies Link Diversity.
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Figure 9: Node Diversity

7.2.12.3 Path Diversity
Path Diversity represents a case of a pair of Disjoint Paths that do not share common transport resources, such as links and nodes, other than ingress and egress UNI-Cs. This means that a disjoint path is a path that does not share risk groups, such as SRLG or SRNG. The paths may be disjoint end-to-end or only partially disjoint, e.g. share risk groups in part of the network.

For example the connectivity between UNI-N flow points may be diverse. This implies the Ethernet Connections do not share the same SRG up to or including the penultimate nodes. The TN nodes in Figure 9 are the penultimate nodes.
Note that from the Mobile Operator viewpoint, the Paths must be disjoint end-to-end in order to guarantee full recovery in case of any failure.
7.2.13 Switchover

Switchover is the process of changing the Working Path from the Primary Path to the Recovery Path and vice-versa. 

Note that switchover to a Recovery Path may explicitly be delayed by the configured amount of Hold Off Time (HOT) allowing the protection in the lower layers to operate first.

7.2.14 Traffic Reversion
There are two possible modes of operation for traffic reversion: Revertive mode and Non-Revertive mode.

In Revertive mode the Working Path switches back to the Primary Path upon repair or due to specific administrative command.

Note that switching back to original Primary Path may explicitly be delayed by the configured amount of Wait To Restore (WTR) in order to prevent toggling.

In Non-Revertive mode traffic is not switched back to the Primary Path upon repair.
7.3 Event Timing

MEF 2 specifies terminology to distinguishes events, which occur at particular instants (points in time), and times, which are the time durations between events, during a failover event. The relationship between these events and times is illustrated in Figure 10. This section supersedes the definitions provided in MEF 2.
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Figure 10: Illustration of event timing

Editor’s note: This is a place holder for future work to define more precisely the definitions of the terminology in MEF 2, herein found in sections ‎6.3.1 – ‎6.3.11. These definitions may be augmented or modified. The modified text may be based on contribution 30046 describing service outages or the contribution on Restoration Event Time. This is FFS.

7.3.1 Impairment Instant

The Impairment Instant is the point in time that the failure event occurs.

7.3.2 Fault Detection Instant

The Fault Detection Instant is the point in time at which the failure is detected and declared. The Fault Detection Instant may be different for different network elements and different transport layers.

7.3.3 Hold-Off Instant

It may be desirable to delay taking any action after the Fault Detection Instant.  The Hold-off Instant is the instant at the end of this delay period, if there is one.  Otherwise it is the same as the Fault Detection Instant. Hold-off instant is useful when two or more layers of the same network provide protection. In such a case, the hold-off instant in an upper layer gives an opportunity to the protection in a lower-layer to take place before the upper layer protection acts.

7.3.4 Connectivity Restoration Instant

The Connectivity Restoration Instant is the first point in time after impairment that user traffic can begin to be transferred end-to-end. At the connectivity restoration instant, services affected by the failure already deliver user-traffic end-to-end but may not do that in the performance required by the SLS.

7.3.5 SLS Restoration Instant

The SLS Restoration Instant is the first point in time after impairment that user traffic can begin to be transferred end-to-end with the original performance guarantees.

7.3.6 Reversion Instant

In revertive mode, the Reversion Instant is the point in time at which the original resources are again used.  This point in time MAY be the same as the SLS Restoration Instant.

7.3.7 Detection Time

The Detection Time is the difference between the Fault Detection Instant and the Impairment Instant.

7.3.8 Hold-off Time

The Hold-off time is the time between the Fault Detection Instant and the Hold-off Instant.  The Hold-off time may be zero.

7.3.9 Connectivity Restoration Time

The Connectivity Restoration Time is the time between the Impairment Instant and the Connectivity Restoration Instant.

7.3.10 SLS Restoration Time

The SLS Restoration Time is the time between the Impairment Instant and the SLS Restoration Instant .

7.3.11 Reversion (wait to restore (WTR)) Time

In revertive mode, the Reversion Time is the time between the Connectivity Restoration Instant and the Reversion Instant, e.g.; the time to switch traffic from the Recovery Path back to the Primary Path. 

8. UNI Requirements
The UNI requirements may not be uniform for all UNIs in the mobile backhaul. This document distinguishes the requirements for the UNI at the RAN BS and the UNI at the RAN NC, as illustrated in Figure 11, when necessary. Requirements specified for the UNI apply to both the RAN BS UNI and RAN NC UNI, unless specified otherwise.
Note: Each RAN BS and each RAN NC may be considered as a single device, such as a base station or network controller, or site with several network devices. As per MEF 11 ‎[8], it is assumed that the UNI-C or UNI-N functions can be distributed across one or more devices in such a manner that all the required UNI functions are performed on all ingress and egress Service Frames at the UNI reference point.
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Figure 11: Location of the UNI-C and UNI-N functions at the RAN BS and RAN NC
[R1] The UNI-C MUST be compliant with a UNI Type 1.2 as per ‎[4].
[R2] The UNI-N MUST be compliant with a UNI Type 1.2 as per ‎[4].

Ethernet OAM is a term used in this IA to collectively refer to Link OAM and Service OAM. Ethernet OAM requirements are not specified in any current mobile standards from 3GPP, 3GPP2 or IEEE 802.16 and have typically not been implemented on mobile equipment. However, Ethernet OAM is desirable for fault management, connectivity management, and performance monitoring of the Ethernet service. For example, Ethernet OAM for each subscriber EVC at the UNI could be implemented in the RAN NC and RAN BS to convey Ethernet connectivity state and performance.
Note: Link OAM and Service OAM are OAM mechanisms with similar fault management capabilities, but operate on different layers. Link OAM monitors the TRANS Layer (Physical Layer) by running Link OAM frames between the UNI-C and UNI-N. Service OAM, on the other hand, monitors the ETH Layer (Ethernet Services Layer) and may span one or multiple Ethernet Links. Service OAM may also be configured to monitor the link between the UNI-C and UNI-N. Typically either Link OAM or Service OAM are used to monitor the UNI, but not both, as this may potentially introduce contradictory measurement results.
[O1] The UNI-C SHOULD be compliant with a UNI Type 2.1 as per ‎[5].
[O2] The UNI-N SHOULD be compliant with a UNI Type 2.1 as per ‎[5].
[O3] If the UNI is a UNI Type 2.1, then Link OAM as per ‎[5] SHOULD be supported.
[O4] The UNI-C MAY be compliant with a UNI Type 2.2 as per ‎[5].
[O5] The UNI-N MAY be compliant with a UNI Type 2.2 as per ‎[5].
8.1 UNI Recovery

[O6] RAN NC UNI SHOULD be protected with multiple links. RAN NC UNI protection MAY be enhanced by Link Diversity and Node Diversity.

[R3] If Link Aggregation is supported, the UNI Type MUST be at least a UNI Type 2.1.

[O7] The RAN BS UNI MAY be protected with multiple links. RAN BS UNI protection MAY be enhanced by Link Diversity.
[O8] Link Aggregation as per the requirements in ‎[5] is RECOMMENDED where the RAN CE UNI is to provide protection for multiple links.

8.2 Synchronous Ethernet

MEF 11 introduces three UNI types: UNI Type1, UNI Type 2, and UNI Type 3. This section introduces extensions to UNI Type 1 in order to support Synchronous Ethernet. The reader shall be aware that Synchronous Ethernet is optional. Additional synchronization methods are described in section ‎8.4. Additional Synchronous Ethernet requirements are specified in section ‎8.4.2.

[O9] A UNI Type 1 mode of operation MAY support synchronous Ethernet.

[O10] A UNI-N Type 1 MAY be able to generate the Ethernet Synchronization Messaging Channel ESMC in order transport a Quality Level (QL) to indicate the holdover performance of the clock.

[O11] A UNI-C Type 1 MAY be able to process the ESMC in order to extract the QL.

[R4] The ESMC between a UNI-C Type 1 and a UNI-N Type 1 MUST be supported as defined in ITU G.8264/Y.1364 Distribution of timing through packet networks Section 11.3.

Note: the transport of ESMC across operator boundaries is for further study.
9. Ethernet Service Requirements

9.1 Resiliency Requirements

The connectivity between RAN CE sites may be assured by the Service Provider by providing resilient Ethernet services. In this case, if the customer chooses to order such a resilient service, then it shall be possible for the customer to quantify the behavior of the service. The follow requirements apply for resilient Ethernet services.

[R5] It MUST be possible to specify the Connectivity Restoration Time of a resilient service.

[O12] It SHOULD be possible to specify the SLS Restoration Time of a resilient service. The SLS Restoration Time MAY ≥ Connectivity Restoration Time.

[R6] It MUST be possible to specify whether the resilient service uses Revertive Mode or Non-Revertive Mode.

Editor’s Note: The requirements above are preliminary and are meant to illustrate how the events specified in section ‎6.3 should be used to define normative requirements in the case of resilient Ethernet services.

Alternatively, the Customer may choose to control the resiliency action between RAN CE sites. In this case the Customer may rely on one or more Ethernet services between a set of RAN CE sites. The following requirements may apply to Ethernet services between adjacent RAN CE sites.
[O13] The MEN SHOULD provide Ethernet Path Diversity (EPD) between the UNI-Ns of the connected Ethernet services. 
[O14] If EPD is supported, then the EPD SHOULD be a configurable Ethernet service attribute.
[O15] When two or more UNIs are connecting a RAN CE site to the MEN, then the MEN SHOULD be able to provide Node Diversity between the UNI-Ns.

9.2 Class of Service Requirements

Mobile standards defined by 3GPP, 3GPP2, and IEEE 802.16 do not define requirements for the number of service classes that must be available in an Ethernet or IP based mobile backhaul network, but do identify user traffic classes on the radio interface. Section ‎12 is an informative appendix that examines user traffic classes defined by some mobile standards. In addition to these user traffic classes, there are also synchronization, control, and signaling traffic classes between RAN BSs and RAN NCs.
While mobility standards define service criteria that apply to the radio portion of the network
, these criteria cannot be used directly to derive service criteria that applies to the transport portion of the mobile backhaul solution.
The number of classes of service used is typically steered by equipment manufacturer implementation and recommendations, or mobile operator preference. This means the number of classes of service can theoretically range from a single Class of Service (CoS) to the maximum number of classes available for a given service. The latter may allow the option of defining a CoS for each different traffic class. In the event there are fewer classes of service available than the number of different traffic classes, another approach consists of defining a limited number of service classes and aggregating traffic classes requiring similar service performance.

There is a prerequisite that the performance requirements for each CoS must be dependent on the most stringent application performance requirement for a particular CoS. For example, if synchronization and voice share the same CoS then the performance requirements must be such that both traffic types can be delivered while achieving the requisite service quality. 
Table 3 provides a few recommendations for mapping certain traffic types to different CoS. Note that – for the traffic classes shown in Table 3 – only those mobile backhaul traffic classes that are applicable to the transport portion of a mobile backhaul solution are reflected in the table.
Note: the names of the traffic classes used in Table 3 are meant to represent a non-exhaustive set of generic traffic classes that could apply to all the mobile standards reference in this IA. 
Another issue that could influence the suitable number of mobile backhaul CoS is that some traffic classes, such as packet-based timing, could require a more stringent level of performance than real-time services. This can be addressed in at least two ways: either defining a single CoS for both synchronization and real-time traffic classes or reserving a CoS yielding minimal FD and FDV to the synchronization traffic class only. In the former the most stringent performance requirements would be derived from the synchronization traffic class and apply to real-time traffic as well; in the latter real-time services are not affected by these stringent requirements but an additional CoS is required.  

[R7] Within a single MEN it is RECOMMENDED to have a dedicated CoS characterized by minimal FD and FDV for packet-based timing traffic.

The CoS schema for supporting the entire set of traffic classes (user traffic, packet-based timing, control and signaling) used for mobile backhaul could be based on the service classes defined in Table 3. 
	Service Class Name
	Bandwidth Profile
	CoS Performance Objectives

	
	
	FD
	FDV
	FLR

	Very High 

(H+)
	CIR>0

EIR=0
	AFD
	AFDV
	AFLR

	High
(H)
	CIR>0

EIR=0
	BFD
	BFDV
	BFLR

	Medium 

 (M)
	CIR>0

EIR(0
	CFD
	CFDV
	CFLR

	Low 

 (L)
	CIR≥0

EIR(0*
	DFD
	DFDV
	DFLR

	Notes:  

A ≤ B ≤ C ≤ D and AFDV is as small as possible

(*) both CIR = 0 and EIR = 0 is not allowed as this results in no conformant Service Frames



Table 2: Service Class Model for Mobile Backhauling

This model does not provide any references to target values for these performance objectives but it expresses the relationship among all class of services: they are in decreasing order from the Very High class (H+) to Low (L). Note also that the H+ class could offer the same performance as the H class in terms of FD and FLR, but introduce a more stringent requirement for the FDV. The table also contains an indication related to the bandwidth profiles (CIR and EIR) for each Class of Service. 

This is a general CoS model based on the assumption that the mobile backhaul service is provided by a single Service Provider. The following tables provide examples on how mobile backhaul traffic classes could be mapped respectively into 4, 3 and 2 Classes of Service:
	Service Class Name
	Example of Generic Traffic Classes mapping into CoS

	
	4 CoS Model
	3 CoS Model
	2 CoS Model

	Very High  (H+)
	Synchronization
	-
	-

	High  (H)
	Conversational,

Signaling and Control
	Conversational and Synchronization,

Signaling and Control
	Conversational and Synchronization,

Signaling and Control ,

Streaming

	Medium  (M)
	Streaming media
	Streaming media
	-

	Low  (L)
	Interactive and 

Background
	Interactive and 

Background
	Interactive and 

Background


Table 3 : Examples of MBH Traffic Classes mapping into 4, 3 and 2 CoS Models
In ‎[R8] and ‎[O16], Class of Service is specified as per one of the sections 6.8.1, 6.8.2, or 6.8.3 in ‎[3].
[R8] At least two Classes of Service MUST be supported. 
‎[R8] means that an EVC must be able to offer a minimum of two Classes of Service, but it does not require their use.

These two Classes of Service could be based on two of the service classes specified in Table 2, e.g. the H and L classes.
[O16] Four Classes of Service SHOULD be supported. 

The four Classes of Service could be based on the four service classes specified in Table 2.
9.3 Applying MEF Service Definitions to Mobile Backhaul
This section specifies the service attributes and related parameter values for mobile backhaul Ethernet services for a given service type. These service attributes are based on the normative text defined in MEF 10.2 ‎[3] and the service definitions defined in MEF 6.1 ‎[2]. The Ethernet services discussed in this section are not exhaustive and variations of these service definitions may exist.

[R9] The mobile backhaul Ethernet service MUST comply with one of the following Ethernet service definitions as defined in ‎[2]: 
a. Ethernet Private Line Service

b. Ethernet Virtual Private Line Service

c. Ethernet Private LAN Service

d. Ethernet Virtual Private LAN service
e. Ethernet Private Tree Service
f. Ethernet Virtual Private Tree Service
The RAN NC itself can be viewed as a service multiplexing facility in that it can support large numbers of RAN BS sites.  Often the RAN NC is in a single location that gives mobile providers several options to connect RAN BSs with the RAN NC, including: a port-based implementation with one UNI per RAN BS, or a VLAN-based implementation with EVCs from different RAN BSs service multiplexed at one or more RAN NS UNIs. When several EVCs are multiplexed on a single UNI, there is a risk of a single point of failure, and therefore an appropriate traffic protection schema should be employed. A similar approach may also be adopted at other UNIs in the mobile backhaul network, for example at RAN BS sites with several base stations.  Traffic protection schemas for these scenarios are for further study.

9.3.1 Ethernet Private Line Service

Ethernet Private Line (EPL) services are similar to the leased line services (E1/T1) that are typically used to backhaul traffic between the RAN NC and RAN BS. The EPL service may be preferred in cases where there is a desire for a 1:1 correspondence between the RAN NC and each RAN BS UNI with Class of Service (CoS) indication based on DSCP or PCP marking. In the case ingress service frames are untagged; CoS indication will be solely based on the DSCP marking of Service Frames.

As illustrated in Figure 12 below, when using EPL services there will be a 1:1 RAN NC UNI to RAN BS UNI ratio. Meaning there will be a single RAN NC UNI per RAN BS UNI.
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Figure 12: Ethernet Private Line (EPL) Service
[R10] When EPL is implemented, each EVC and each UNI MUST support all mandatory requirements of EPL as defined in MEF 6.1 section 7.1 and 8.1.

[O17] When EPL is implemented, each EVC and each UNI SHOULD support all optional requirements of EPL as defined in MEF 6.1 section 7.1 and 8.1.
9.3.2 Ethernet Virtual Private Line Service

Most mobile backhaul networks today are composed of point-to-point services. The Ethernet Virtual Private Line (EVPL) service may be used to emulate existing service offerings with a point-to-point relationship between each RAN NC site and each RAN BS site. EVPL supports multiplexing at the UNI. This allows services between the RAN BS and RAN NC to be multiplexed at the RAN NC UNI, as illustrated in Figure 13.
Note that if traffic is separated over multiple EVCs between a RAN NC and the RAN BSs attached to the MEN, then there is an upper bound of 4095 RAN BSs that can be connected to a given RAN NC UNI.
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Figure 13:  Ethernet Virtual Private Line (EVPL) Service
[R11] When EVPL is implemented, each EVC and each UNI MUST support all mandatory requirements of EVPL as defined in MEF 6.1 section 7.2 and 8.2.

[O18] When EVPL is implemented, each EVC and each UNI SHOULD support all optional requirements of EVPL as defined in MEF 6.1 section 7.2 and 8.2.
9.3.3 Ethernet Private LAN Service

Mobile operators with multiple RAN NC sites or deployments where inter RAN BS communication is permitted may want to interconnect them at high speeds so all sites appear to be on the same Local Area Network (LAN) and have equivalent performance. The Ethernet Private LAN (EP-LAN) service as defined in this subsection, using the E-LAN service type, provides a highly transparent service that connects multiple UNIs.

The EP-LAN service is defined to provide All to One bundling at each UNI, CE-VLAN ID preservation, CE-VLAN CoS preservation, and tunneling of key Layer 2 Control Protocols.  A key advantage of this approach is that if the mobile operator has outsourced its backhaul network to another service provider or different company, e.g., transport/transmission network organization, the mobile operator can configure VLANs at the RAN NCs and the RAN BSs without any need to coordinate with the other Service Provider.  
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Figure 14:  Ethernet Private LAN (EP-LAN) Service
[R12] When EP-LAN is implemented, each EVC and each UNI MUST support all mandatory requirements of EP-LAN as defined in MEF 6.1 section 7.3 and 8.3.

[O19] When EP-LAN is implemented, each EVC and each UNI SHOULD support all optional requirements of EP-LAN as defined in MEF 6.1 section 7.3 and 8.3.
9.3.4 Ethernet Virtual Private LAN Service
Some mobile operators commonly desire an E-LAN service type to connect their UNIs in a Carrier Ethernet network, while at the same time accessing other services from one or more of those UNIs.  An example of such a UNI is a mobile operator site that has co-siting of RAN BS of different technologies, e.g. legacy GSM and WiMAX. Each technology may have a specific EVC assigned to transport mobile backhaul traffic and different UNI peers. The Ethernet Virtual Private LAN (EVP-LAN) service is defined in this subsection to address this need.

The EVP-LAN service may provide similar transparency as the EP-LAN case.  For example, bundling may or may not be used on the UNIs in the Multipoint-to-Multipoint EVC.  As such, CE-VLAN ID preservation, CE-VLAN Cos preservation, and tunneling of certain Layer 2 Control Protocols may or may not be provided.
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Figure 15:  Ethernet Virtual Private LAN (EVP-LAN) Service

[R13] When EVP-LAN is implemented, each EVC and each UNI MUST support all mandatory requirements of EVP-LAN as defined in MEF 6.1 section 7.4 and 8.4.

[O20] When EVP-LAN is implemented, each EVC and each UNI SHOULD support all optional requirements of EVP-LAN as defined in MEF 6.1 section 7.4 and 8.4.

9.3.5 Ethernet Private Tree Service
Mobile operators with multiple sites may want to interconnect them to provide services other than those that resemble a LAN. These services may be distributed from a single or several centralized sites where the distribution sites are designated as roots and all the remaining sites are designated as leaves. 
Traditionally in mobile backhaul the RAN BS sites only need to exchange Service Frames with the RAN NC site(s) and not with other RAN BSs. This behavior is possible in an Ethernet Private Tree (EP-Tree) service, where the RAN NC site(s) would be root(s) and the RAN BS sites would be leaves. 

The EP-Tree service is defined to provide All to One bundling, CE-VLAN ID preservation, CE-VLAN CoS preservation, and tunneling of key Layer 2 Control Protocols.  A key advantage of this approach is that the mobile operator can configure VLANs across the sites without any need to coordinate with the Service Provider.  
[image: image17.jpg]Metro
Ethernet





Figure 16:  Ethernet Private Tree (EP-Tree) Service

[R14] When EP-Tree is implemented, each EVC and each UNI MUST support all mandatory requirements of EP-Tree as defined in MEF 6.1 section 7.5 and 8.5.

[O21] When EP-Tree is implemented, each EVC and each UNI SHOULD support all optional requirements of EP-Tree as defined in MEF 6.1 section 7.5 and 8.5.
[R15] When EP-Tree is implemented, the UNI Type of all RAN NC UNIs MUST be Root and the UNI Type of all RAN BS UNIs MUST be Leaves.

9.3.6 Ethernet Virtual Private Tree Service
Some mobile operators desire to keep the root-leaf relationship between RAN NC and RAN BS sites, but also want to multiplex services at one or more of the interconnected UNIs. For such cases, the EVP-Tree service is used.

Bundling may or may not be used on the UNIs in the Rooted-Multipoint EVC.  As such, CE-VLAN ID preservation, CE-VLAN Cos preservation, and tunneling of certain Layer 2 Control Protocols may or may not be provided.  Figure 17 below shows the basic structure of EVP-Tree service. The figure below is an example where the EVP-Tree service is used to transport mobile voice and data traffic, while the EVP-LAN service offers an inter-site connection for node and site management.
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Figure 17:  Ethernet Virtual Private Tree (EVP-Tree) Service

[R16] When EVP-Tree is implemented, each EVC and each UNI MUST support all mandatory requirements of EVP-Tree as defined in MEF 6.1 section 7.6 and 8.6.

[O22] When EVP-Tree is implemented, each EVC and each UNI SHOULD support all optional requirements of EVP-Tree as defined in MEF 6.1 section 7.6 and 8.6.
[R17] When EVP-Tree is implemented, the UNI Type of all RAN NC UNIs MUST be Roots and the UNI Type of all RAN BS UNIs MUST be Leaves.

9.4 Synchronization

Synchronization is a generic concept of distributing common time and frequency references to all nodes in a network to align their time and frequency scales. Synchronization is a key component in mobile technologies and different mobile technologies have different synchronization requirements. 

Synchronization is used to support mobile application and system requirements to minimize air interference, facilitate handover between base stations, and to fulfill regulatory requirements. Various mobile technologies stipulate that the radio signal must be generated in strict compliance with frequency accuracy requirements, as illustrated in Table 4.

	Application
	Frequency
	Phase
	Time

	CDMA2000
	±50 ppb
	
	±10µs (±3µs Preferred) (1)

	GSM
	±50 ppb
	
	

	UMTS-FDD/WCDMA (FDD)
	±50 ppb
	
	

	UMTS-TDD/WCDMA (TDD)
	±50 ppb
	±2.5µs (2)
	

	TD-SCDMA
	±50 ppb
	±3µs (3)
	

	LTE (FDD)
	±50 ppb
	Not yet specified for MBMS
	

	LTE (TDD)
	±50 ppb
	±3µs (2)
	

	Mobile WiMAX
	±50 ppb
	±1µs (2)
	


Note: (1) Time alignment error with respect to UTC,(2) Phase alignment of neighboring base stations
Table 4: Mobile Technology Synchronization Requirements

There are three methods related to timing distribution in a mobile network:

1. timing is distributed outside the packet network (e.g. via GPS or via a legacy TDM network);

2. timing is distributed via the Ethernet physical layer (synchronous Ethernet).

3. timing is distributed via packet based methods using packet protocols according to standards such as PTP (IEEE 1588-2008), NTP, and ACR/RTP;

Note 1: In this case the physical interface that can be used to distribute the frequency timing to the Radio Base Station can be Ethernet (SyncE) or, in case the Synchronous Ethernet is terminated by a co-located transport equipment, the timing can be delivered from this transport equipment to the Radio Base Station via any other suitable standard interface (e.g. 2 048 KHz according to G.703).

Method 1 is outside of the scope of this document and will not be studied further. Method 2 and 3 are examined in the scope of this document.
9.4.1 Packet Based Methods

This approach uses a dedicated packet stream or packet data, such as in the case of Circuit Emulation Services over Ethernet (CESoE), to distribute timing information. 

Packet based methods may be based on timestamp exchanging protocols, such as IEEE 1588, Precision Time Protocol (PTP) ‎[25] or IETF Network Time Protocol (NTP) ‎[26].  These timestamps can be used to support generation of frequency; in fact the notion of time carried by the timestamps compared with the time generated by the local oscillator can be used to recover a frequency reference for the local oscillator. The timing (frequency) information may also be directly recovered from the packets inter-arrival times. These techniques are also known as adaptive clock recovery methods.
Typically the adaptive clock recovery method uses a master-slave hierarchy, where the source clock is distributed from a Primary Reference Clock (PRC). An example is depicted in the Figure 18 below.
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Figure 18 : Example of packet based method with timing distribution of the Reference Timing Signal via Timestamps 
Frame Delay Variation can affect the operation of the clock recovery in case adaptive clock recovery methods are applied (see clause 10.1.2 in G.8261). It shall be noted that in addition to the Frame Delay Variation as defined in ‎[3], the performance of the adaptive clock recovery methods depends on several other factors: e.g. shape of the Frame Delay distribution, non stationary behavior of the Frame Delay, characteristics of the oscillator in the GIWF, etc.

When using adaptive clock recovery methods it is preferable to carry timing over a well engineered network with the timing flow carried in a channel that minimises the packet network impairments. A part of this process may be to assign the highest priority to such a flow. What constitutes a well engineered network to transport timing is for further study. It should be noted that the shared nature of transmission implies that all flows interfere with each other to some degree regardless of priority with respect to timing.
As part of this study in G.8261, additional metrics (based on Frame Delay) and the related requirements are being defined (see also work done in ITU-T Study Group 15 Question 13).

Differential methods can also be used to recover timing from packets. In this case, the timestamp needs only to be a relative value and can be used as an estimate of phase. Since phase and frequency are related, it is possible to use this relative information to recreate a frequency reference. This is known as differential timing (see also G.8261). 

When using a packet based method, it could be possible to derive the MEN EVC performance objectives (FD, FDV, FLR, and Availability) from the requirements for the Packet based Equipment Clock (PEC) Interface Network Limits as defined in G.8261 Section 9.2.2, Deployment Case 2.

[R18] At the output of the UNI interface, when a packet based service is provided, the interface requirements in terms of tolerance and level of accuracy MAY be set by the end equipment as specified in ITU-T G.8261 Recommendation. 

Note that the requirements in terms of packet delay variations are currently being defined by the ITU. The tolerance limits can be defined depending upon the characteristics of the RAN BS timing recovery function (e.g. quality of the oscillator). In particular it can be noted that radio base stations normally include very stable oscillators. A proper choice of the oscillator in the Radio Base Station means less stringent EVC performance objectives needed to guarantee the synchronization requirements on the radio interface are always fulfilled.
9.4.2 Synchronous Ethernet Methods

The IEEE 802.3 standard specifies that Ethernet clocks may operate with a frequency accuracy of up to +/-100 ppm. The synchronous Ethernet (SyncE) approach provides a mechanism to deliver a network traceable physical layer clock over these IEEE 802.3 media interfaces. The SyncE model follows the same approach as was adopted for traditional TDM (PDH/SDH) synchronization, utilizing the physical layer line signals, and implemented with similar engineering rules and principles. Synchronous Ethernet has also been designed specifically to inter-work with the existing SONET/SDH synchronization infrastructure. Note that synchronous Ethernet is used to deliver frequency, but not phase or time of day.
The architectural aspects of synchronous Ethernet are defined in ITU-T Recommendation G.8261. 

SyncE provides the capability to provide an Ethernet clock that is traceable to a primary reference clock (PRC) as defined in ITU-T G.811. The details of the clock aspects of Synchronous Ethernet equipment can be found in the ITU-T G.8262 Recommendation. The latter specification defines the requirements for clock accuracy, noise transfer, holdover performance, noise tolerance and noise generation. 

It shall be noted that SyncE timing cannot be carried across operator domains when the physical layer is Ethernet. In this case the timing delivered to the UNI would be traceable to the Service Provider PRC as shown in Figure 19 below and special agreement between the operators is required in case the RAN BS operator would like to use this as reference timing.

Note: the transport of ESMC across operator boundaries is for further study.
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Figure 19: Use case 2b for Synchronous Ethernet

Two options are specified for Synchronous Ethernet equipment slave clocks (EECs). The first option, called EEC option 1, has been defined for networks using the 2048 kbps synchronization hierarchy as defined in ITU Recommendation G.813 option 1 for SDH networks. The second option, called EEC option 2, has been defined for Stratum 3 SONET network Elements using the 1544 kbps synchronization hierarchy as defined in ITU-T Recommendations G.813 option 2 and G.812 Type IV.

For EEC Option 1, Synchronous Ethernet requires that the clock output frequency accuracy under free running conditions be better than +/- 4.6 ppm with regards to a reference traceable to an ITU-T G.811 clock. For EEC option 2, the output frequency, under prolonged holdover conditions, should not exceed +/- 4.6 ppm with regard to a reference traceable to a primary reference clock, over a time period T of 1 year.

[R19] At the output of the UNI interface, when Synchronous Ethernet service is provided, the interface MUST meet clause 9.2.1 EEC network limits from ITU-T G.8261 April 2008 ‎[19]: 

· EEC Option 1 Table 4 & Figure 13 wander MTIE mask

· EEC Option 1 Table 5 & Figure 14 wander TDEV mask

· EEC Option 2 Table 6 & Figure 15 wander TDEV mask
· EEC Table 7 jitter limits
9.4.3 Synchronization Requirements for TDM-Based Interfaces
While the internal implementation details of the GIWF are out of the scope of this document the synchronization requirements that apply for TDM based interfaces are clearly specified in ITU-T G.8261. The following requirements apply for TDM based interfaces.

[R20] The method of synchronization used MUST be such that jitter and wander measured at the output of the GIWF TDM-bound interface meet the traffic interface requirements specified in ITU-T recommendations ‎[21] for E1 and E3 circuits, and ‎[22] for DS1 and DS3 circuits and, in case of SDH signals, that meet the network limits for the maximum output jitter and wander at the relevant STM-N hierarchical interface as specified by ‎[23].
[O23] The method of synchronization used SHOULD be such that the wander budget allocated to the MEN and the GIWF as measured at the output of the GIWF TDM interface meets the traffic interface requirements of ITU-T G.8261, Deployment Case 2 ‎[19].
[R21] Jitter and wander that can be tolerated at the input of the GIWF TDM input MUST meet the traffic interface requirements specified in ITU-T recommendations ‎[21] for E1 and E3 circuits, and ‎[22] for DS1 and DS3 circuits and in case of SDH signals, the GIWF TDM MUST meet the jitter and wander tolerance for STM-N input ports as specified by ‎[23].
10. Generic Inter-working Function MEN Interface Requirements

As noted in Section 4 a GIWF is required to provide adaptation and interconnection between TDM-based mobile equipments in the RAN BS and RAN NC, and the existing UNI in the Metro Ethernet domain. This implementation agreement specifies the functional requirements for the MEN facing interface of the GIWF. Requirements on this Ethernet interface, referred herein as the MEN interface, are specified below.
Note: This implementation agreement is agnostic to the mechanisms used to adapt TDM-based RAN BS and RAN NC interfaces to MEF defined services. Requirements specific to the adaptation of the legacy mobile traffic to the MEN service are defined elsewhere, such as MEF 8 Implementation Agreement for the Emulation of PDH Circuits over Metro Ethernet Networks ‎[9] and the IP/MPLS Forum's MPLS in Mobile Backhaul Networks Framework and Requirements Technical Specification ‎[28] that specifies TDM, ATM, and HDLC over MPLS over Ethernet, and are out of scope of this specification.
[R22] The GIWF’s MEN interface MUST comply with all mandatory UNI-C functions as defined in Section 6 and Section 7 of this implementation agreement.

[O24] The GIWF’s MEN interface MAY comply with any or all optional UNI-C functions as defined in Section 6 and Section 7 of this implementation agreement.
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12. Appendix A – Generic Inter-working Function (Informative)
This Appendix provides an informative definition of the Generic Inter-working Function.

The Generic Inter-working Function (GIWF) provides functionality that allows RAN CE devices with a Non-Ethernet I/F to send traffic over an Ethernet UNI. A detailed description of the GIWF is outside the scope of this document; however, the IWF definition described in MEF 3 can be used as an example for a PDH based Non-Ethernet I/F.

Non-Ethernet I/F is a generic term that refers to a non-Ethernet based interface, e.g. ATM or TDM. A GIWF is only needed if the RAN CE has a Non-Ethernet I/F and therefore can not directly connect to the UNI. Figure 20 is based on the IWF defined in MEF 3 and illustrates where the GIWF would be located.
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Figure 20: Generic Inter-working Function

The GIWF may perform none, part of or all the UNI-C functions. If the GIWF does not perform all the functions expected by the UNI-C then it is expected that another device is located in front of the GIWF towards the MEN that performs the remaining UNI-C functions. All ingress Service Frames from the GIWF through the Ethernet Flow Termination (EFT) point towards the UNI must be conformant to the Ethernet frame format as defined in MEF 10.2 and the IA of the UNI type that is used, e.g. MEF 13 ‎[4] for UNI Type 1. The GIWF should separate traffic such that the EFT can apply the proper CE-VLANs and/or CoS marking. Although the GIWF may perform some UNI-C functions, this does not imply that the GIWF must be owned and operated by the mobile network operator.

With respect to synchronization, the GIWF may contain functions to support synchronization over the MEN. The details of these functions are outside the scope of this document and left for further study.
13. Appendix B – Mobile Backhaul User Traffic Classes (Informative)
Several traffic classes are identified for the mobile backhaul and the WCDMA, CDMA2000, and WiMAX
 standards define their own user service classes. Examples of the WCDMA and WiMAX user service classes are shown below. Each user service class is coupled with delay, delay variation, frame loss, and availability performance requirements.
	Traffic Class
	Example Application
	Fundamental Characteristics

	Conversational class
	Voice
	- Conversational RT 

- Preserve time relation (variation) between information entities of the stream Conversational pattern (stringent and low delay )

	Streaming class
	Streaming video
	- Streaming RT

- Preserve time relation (variation) between information entities of the stream

	Interactive class
	Web browsing
	- Interactive best effort

- Request response pattern
- Preserve payload content

	Background
	Background download of emails
	- Background best effort

- Destination is not expecting the data within a certain time
- Preserve payload content


Table 5: WCDMA User Service Classes (Source: 3GPP 23.107)
	Traffic Class
	Example Application
	Fundamental Characteristics

	UGS

(Unsolicited Grant )
	VoIP (without silence suppression) 
	For real-time applications generating fixed-rate data, which require guaranteed data rate, delay, and jitter

	ERT-VR

(Extended Real-Time Variable Rate)
	VoIP (with silence suppression)
	For real-time applications with variable data rates, which require guaranteed data rate, delay, and jitter

	RT-VR

(Real-Time Variable Rate)
	Video
	For real-time data applications with variable data rates that require guaranteed data rate and delay.

	NRT-VR

(Non-Real-Time Variable Rate
	FTP
	For applications that require guaranteed data rate but are insensitive to delays

	BE

(Best Effort)
	Background download of emails, web browsing
	For applications with no data rate or delay requirements


Table 6: WiMAX User Service Classes (Source: IEEE 802.16e)
In addition, there are control and management plane traffic types that are not included in the tables above. One way to handle these traffic types could be to bundle them into a single service class, e.g. control class. The performance expectation for this class is high availability with low frame delay and frame loss. 
Synchronization signaling could be delivered using the control class, but this would mean that control class would need to conform to the requirements of the synchronization method used to distribute timing. Alternatively, synchronization could be delivered using a separate class that would typically have stringent frame delay, frame delay variation, frame loss, and availability performance requirements.

14. Appendix C – Mobile Backhaul Services (Informative)

The scope of this Appendix is to provide information describing several Use Cases for delivering Ethernet based mobile backhaul services. These services run between the RAN NC and the RAN BS as defined by this implementation agreement.

The use cases presented here assume that the backhaul network (MEN) is owned by a single operator (assumption made for Phase 1). These use cases are not meant to be exhaustive; additional use cases addressing different assumptions are for further study.
This section describes 3 different scenarios and related assumptions for delivering data and control plane traffic; they are referred in the following as:

1. EVP Line per RAN BS 
2. EVP Tree per group of RAN BSs 

3. EVP-Tree per Service

In addition, the Appendix describes two alternatives for delivering management plane traffic.

14.1 Use Case 1: EVP Line per RAN BS 

Use Case 1 illustrates a mobile backhaul network with a distinct EVP Line service between each RAN BS and RAN NC with the following configurations:

· The RAN NC uses a configured CE-VLAN ID to identify a RAN BS in the mobile backhaul network. The CE-VLAN ID is mapped at the RAN NC UNI-N and at the RAN BS UNI-N to the EVC connecting the RAN BS and RAN NC. This implies that each RAN NC UNI can distinguish up to four thousand distinct RAN BSs.

· At the RAN NC side the CE-VLAN ID assignment is performed at the UNI-C; at the RAN BS side the CE-VLAN ID assignment can be either performed at the UNI-C or at the UNI-N, according to which option - described later in this paragraph - is selected.

· Bundling is disabled which means that all traffic types are sent on the same CE-VLAN ID.
· Multiple Classes of Service can be supported; they are differentiated through either PCP or DSCP marking. CoS ID is identified by <EVC+PCP> or <EVC+DSCP>. In this use case CoS ID preservation is enabled and 4 classes of service are supported.

Both Figure 21 and Table 7 show an example of how Ethernet Services can be delivered in the mobile backhaul according to the assumptions made for the present use case.
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Figure 21: EVP Line per RAN BS – Use Case 1

	EVC ID
	EVC End Points
	Ethernet Service

	EVC_1
	BS 1, NC
	EVP-Line

	EVC_2
	BS 2, NC
	EVP-Line

	EVC_3
	BS 3, NC
	EVP-Line


Table 7: EVP Line per RAN BS – Use Case 1
Use Case 1 may also take into consideration additional factors that result in four possible options, each considering a different service frame format at the RAN BS UNI-C:

· Option A: The CE-VLAN ID Preservation Attribute is enabled and the RAN BS UNI-C transmits/receives tagged service frames to/from the RAN BS UNI-N with the CE-VLAN ID preconfigured for the RAN BS itself; either PCP or DSCP values specify different Classes of Service.
· Option B: The CE-VLAN ID Preservation Attribute is disabled and the RAN BS UNI-C transmits/receives untagged service frames to/from UNI-N where they are mapped to the default CE-VLAN ID; DSCP values specify different Classes of Service. A default mapping of untagged service frames is configured at each RAN BS UNI-N.

· Option C: The CE-VLAN ID Preservation Attribute is disabled and the RAN BS UNI-C transmits priority tagged service frames
 towards the UNI-N, where they are mapped to the default CE-VLAN ID, and receives untagged frames; PCP values specify different Classes of Service. A default mapping of priority tagged service frames is configured at each RAN BS UNI-N. 

· Option D: The CE-VLAN ID Preservation Attribute is disabled and BS UNI-C transmits/receives tagged service frames to/from UNI-N with a preconfigured CE-VLAN ID, identical for each BS. Either PCP or DSCP values specify different Classes of Service.
Options B, C and D may ease the configuration of the RAN BS because they are agnostic to the CE-VLAN ID value used to identify Service Frames in the mobile backhaul.
Table 8 shows an example of the CE-VLAN ID / EVC mapping for each option and the configuration both at the RAN BS UNI-N and at the RAN NC UNI-N:

	EVC ID
	CE-VLAN ID at 

RAN BS UNI-N
	CE-VLAN ID at RAN NC UNI-N

	
	Option A
	Option B
	Option C
	Option D
	

	EVC_1
	10
	*(
)
	*
	25
	10

	EVC_2
	20
	*
	*
	25
	20

	EVC_3
	30
	*
	*
	25
	30


Table 8: Example of CE-VLAN ID \ EVC mapping both at RAN BS UNI-N and at RAN NC UNI-N
Table 9 shows an example of how to differentiate multiple Classes of Service running over the same EVC through PCP values: 

	CoS ID   <EVC+PCP>
	Class of Service
	Traffic Class Example

	< EVC_ID+6>
	Instance of H+ class
	Synchronization

	< EVC_ID+5>
	Instance of H class
	Conversational,

Signaling and Control

	< EVC_ID+4>
	Instance of M class
	Streaming

	<EVC_ID+3>
	Instance of L  class
	Interactive and Background


Table 9: Example of multiple CoS IDs based on <EVC+PCP> – Use Case 1

The CoS ID Preservation attribute should be enabled for each option in order to simplify configuration.

Note that the CoS ID per <EVC> model can also be supported by Use Case 1 if the assumption to use a single EVP Line per RAN BS that supports multiple services is removed. According to this new assumption each RAN BS can support multiple EVP Lines whereby mobile traffic classes may be grouped into different EVCs. Each EVP Line is mapped to a unique CE-VLAN ID and so each CE-VLAN ID identifies a specific set of services between the RAN NC and a specific RAN BS.
14.2 Use Case 2: EVP Tree per group of RAN BSs 
Use Case 2 explores the option of connecting RAN CEs using an EVP-Tree service with the following configurations:

· Groups of ki
 RAN BSs are uniquely identified at the RAN NC by a CE-VLAN ID
. Associating several RAN BSs to the same CE-VLAN ID allows one to overcome the VLAN ID address space limitation affecting the previous use case.

· An EVP-Tree is established between the RAN BSs (acting as leaves) belonging to the same group and the RAN NC (acting as root) and it is associated to the CE-VLAN ID reserved for that group of RAN BSs

· At the RAN NC side the CE-VLAN ID assignment is performed at the UNI-C; at the RAN BS side the CE-VLAN ID assignment can be either performed at the UNI-C or at the UNI-N, according to which option (A, B, C or D) is chosen (as per Use Case 1) when deploying EVP-Tree services.

· Bundling is disabled which means that all traffic types are sent on the same CE-VLAN ID. 
· Multiple Classes of Service can be supported; they are differentiated through either PCP or DSCP marking. CoS ID is identified by <EVC+PCP> or <EVC+DSCP>. In this use case CoS ID preservation is enabled and 4 classes of service are supported. 

Figure 22 shows an example about how Ethernet Services can be delivered in the mobile backhaul according to the assumptions made for the present use case.
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Figure 22: EVP-Tree per group of RAN BSs – Use Case 2

	EVC ID
	EVC End Points
	Ethernet Service

	EVC_1
	BS 1, BS2,  NC
	EVP-Tree

	EVC_2
	BS 3, BS 4, NC
	EVP-Tree


Table 10: EVP Tree per group of RAN BSs – Use Case 2
Comparing Use Case 2 with the previous one it is possible to note that Use Case 2 replicates for a group of RAN BSs, using EVP Tree services, what Use Case 1 does for a single BS, using a single EVP Line. This leads to the following conclusion: the same four options (A, B, C and D) previously described and focusing on different frame format at the RAN BS UNI-C can also be applied to Use Case 2. Refer to Table 8 and Table 9 to get an example about the CE-VLAN ID / EVC mapping and CoS ID definition for the present scenario.
14.3 Use Case 3: EVP Tree per Service

Use Case 3 illustrates a scenario where traffic classes are separated over multiple EVP-Tree services. The configurations for this service include: 

· Each CE-VLAN ID can be configured, to uniquely identify a unique service, which in turn, uniquely identifies a set of traffic classes. This means that the same set of traffic classes (i.e. voice, data, RAN signalling etc.) running between the RAN NC and two or more different RAN BSs will be identified by the same CE-VLAN ID value. 

· RAN NCs will be configured as Roots and RAN BSs as Leaves

· The CE-VLAN ID tagging is performed both at the RAN BS UNI-C and at the RAN NC UNI-C. CE-VLAN ID preservation is enabled.

· Traffic classes can be differentiated through their CE-VLAN IDs; alternatively the same CE-VLAN ID can be associated to a set of traffic classes and either PCP or DSCP values can be used to differentiate among them. In other words CoS ID can be defined either per <EVC> or per <EVC+PCP> or per <EVC+DSCP>. CoS ID preservation is enabled.
· Suggested to support 4 CoS.
Figure 23 illustrates an example of how Ethernet services can be delivered in the Use Case 3.
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Figure 23: CE-VLAN ID per service – Use Case 3

	EVC ID
	EVC End Points
	Ethernet Service

	EVC_1
	BS 1, BS2, BS 3,  NC
	EVP-Tree

	EVC_2
	BS 1, BS2, BS 3,  NC
	EVP-Tree

	EVC_3
	BS 1, BS2, BS 3,  NC
	EVP-Tree


Table 11: EVP Tree per Service – Use Case 3
In this scenario each RAN BS can be served by different EVP-Trees. Each RAN BS at its own UNI-C transmits/receives tagged frames to/from UNI-N with different CE-VLAN IDs: one for each different set of traffic classes. At RAN BS UNI-N each CE-VLAN ID is mapped to the correspondent EVP Tree service. 

Table 12 shows through an example about the CE-VLAN ID / EVC mapping both at RAN BS UNI-N and at RAN NC UNI-N:

	EVC ID
	CE-VLAN ID at 

RAN BS UNI-N
	CE-VLAN ID at 

RAN NC UNI-N

	EVC_1
	10
	10

	EVC_2
	20
	20

	EVC_3
	30
	30


Table 12: Example of CE-VLAN ID\EVC mapping both at RAN BS UNI-N and at RAN NC UNI-N
Table 13 shows through an example how CoS could be defined in this scenario:

	CoS ID


	Class of Service
	i.e. Traffic Class

	<EVC_1>
	Instance of H+ class
	Synchronization

	<EVC_2+7>
	Instance of H class
	Conversational,

	<EVC_2+6>
	Instance of H class
	Signaling and Control

	<EVC_3+7>
	Instance of M class
	Streaming

	<EVC 3+6>
	Instance of L class
	Interactive and Background


Table 13: CoS ID both per <EVC> and per <EVC+PCP> - Use Case 3

14.4 Configuration alternatives for Management plane

Management plane traffic can be distributed in the mobile backhaul according to two main alternatives
 that apply to all the use cases previously presented:

· Over the same Ethernet Services instantiated for data and control plane traffic, reserving a specific CoS for management traffic

· Over a separate Ethernet Service exclusively for management.

A proposal of Ethernet Service configuration related to the latter alternative is presented in the following text.

The main general assumptions are:

· Management plane is associated to a CE-VLAN ID common to all the RAN BSs and RAN NCs.

· CE-VLAN ID tagging is performed at the UNI-C at both the RAN BS and the RAN NC. 

· Different Classes of Service are supported and are differentiated through either PCP or DSCP marking.

In terms of Ethernet Services, the following configuration could be used for management:

· An EVP-Tree, associated to the common CE-VLAN ID, is established between the RAN NC (acting as root) and all the RAN BSs (acting as leaves)

· CoS IDs either per <EVC+PCP> or per <EVC+DSCP>.
Both Figure 24 and Table 14 present an example about how management traffic can be treated in mobile backhaul.
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Figure 24: Ethernet Service for Management plane

	EVC ID
	EVC End Points
	Ethernet Service
	CE-VLAN ID at

RAN BS UNI-N
	CE-VLAN ID at RAN NC UNI-N

	EVC 100
	BS1, BS2, BS3, NC
	EVP-Tree
	150
	150


Table 14: Ethernet Service configuration for Management plane – An example

Tagging is performed at the UNI-C at both the RAN BS and RAN NC sides. One-to-one mapping between CE-VLAN IDs and EVCs is done at the UNI-N at both the RAN BS and the RAN NC sides.

Enabling the CE-VLAN ID Preservation Attribute, the same VLAN ID value is maintained over the EVC easing the configuration of all the appliances in mobile backhaul.

The EVC reserved for management can support multiple Classes of Service: both Figure 25 and Table 15 below show such an example.
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Figure 25: Multiple CoS IDs on the EVC reserved for Management traffic
	CoS ID

<EVC+PCP>
	Class of Service
	i.e. Traffic Class

	< EVC 100+6>
	Instance of H+ class
	High Priority Mgt

	< EVC_100+5>
	Instance of H class
	Low Priority Mgt


Table 15: Example of Multiple CoS IDs on the EVC reserved to Management 
The CoS ID Preservation Attribute should be enabled in order to simplify the configuration of the mobile backhaul.
















































































































































































































































































































� The logical interfaces between radio nodes represent relationships between those nodes; they do not represent physical connections. This implies that a logical interface may traverse several intermediary nodes.


� The Customer in this context is the Mobile Operator purchasing Ethernet services between RAN sites from the Service Provider.


� Resiliency is synonymous to survivability in ITU-T and IETF.


� For example, 3GPP specification TS 23.203 � REF _Ref246336457 \r \h ��‎[35]‎[35]�


� 3GPP does not define traffic classes for GSM.


� The priority tagged frame is defined by MEF 10.2 as a Service Frame with an IEEE 802.1Q tag in which the CE-VLAN ID field is set to 0.


� The symbol * indicates the CE-VLAN ID value used at the UNI for both untagged and priority tagged frames.


� ki indicates the number of RAN BSs belonging to the i-th group. This scenario can be extended to the case of a single group including all the RAN BSs connected to the RAN NC.


� Inside each group each RAN BS is uniquely identified by its own MAC address. Security issues are not taken into account in this Appendix. 


� Since the management plane is an issue under discussion at several Standards Development Organizations, this Appendix does not preclude description of new alternative proposals in addition to those ones already presented in this chapter.
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