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1 Introduction
In RAN1#55bis, it was concluded that uplink non-contiguous resource assignment within a component carrier is supported for LTE-A:

· Non-contiguous data transmission with single DFT per component carrier (CL-DFT-S-OFDM)

· FFS: Resource allocation based on Rel-8 DL schemes (allocation type 0 and/or 1)

· FFS: At most one new DCI format for non-MIMO 
In RAN1#59bis, several companies showed the gain of non-contiguous allocation [1]-[3]. In addition, the necessity of evaluation under realistic simulation assumptions including a SRS modeling was pointed out in e-mail discussion. 
In this paper, we evaluate the average cell throughput and the cell-edge user throughput with the different maximum number of clusters. The evaluation takes into account SINR estimation error of the SRS and SRS transmission bandwidth limitation. The result indicates 3 clusters are necessary to obtain reasonable gain by non-contiguous resource allocation.
2 System performance evaluation
2.1 Simulation configuration
We evaluate the average cell throughput and the cell-edge user throughput of contiguous and non-contiguous resource allocation in case of ISD=500m with 3GPP SCM Urban Macro (UMa) model (case1). The simulation conditions used in our evaluation are shown in Table 4 in Appendix A. In addition, the evaluation results with 6-ray Typical Urban model are also shown in Appendix C.
In this contribution, we use the following simulation configurations with taking into account more realistic conditions. Some of them were already applied in our past evaluations [1].
A. CM dependent maximum power reduction
The maximum transmission power of single cluster, 2 cluster and 3 or more clusters are set as 23dBm, 22dBm and 21dBm, respectively, where the difference of the transmission power corresponds to the difference of CM values of Clustered DFTS-OFDM as shown in [7].
B. Modelling of the SINR estimation error (sounding error) 

In the evaluation, SINR estimation error obtained by the link level simulation is applied. The mean and variance in the SINR estimation error of SRS from the actual SINR are summarized in Table 1 which is similar to SINR estimation error characteristics in [9]. The parameters used in the link level evaluation are shown in Table 5 in Appendix A. In the system level evaluation, the SINR estimation error is added to the actual SINR per RB as Gaussian noise with the mean and variance shown in Table 1. And then, in order to improve SINR estimation accuracy, the SINR is averaged over a RBG (Resource Block Group), namely 3RB and 4RB averaging for 10MHz and 20MHz system bandwidth, respectively. 
Table 1  The mean and variance in the SINR estimation error.
[image: image1.emf]Mean Variance

-22

～

-20

18.45 4.25

-20

～

-18

16.49 4.28

-18

～

-16

14.55 4.27

-16

～

-14

12.61 4.30

-14

～

-12

10.75 4.32

-12

～

-10

8.93 4.30

-10

～

-8

7.23 4.31

-8

～

-6

5.66 4.24

-6

～

-4

4.29 4.08

-4

～

-2

3.13 3.77

-2

～

0

2.20 3.30

0

～

2

1.54 2.73

2

～

4

1.04 2.08

4

～

6

0.72 1.55

6

～

8

0.51 1.14

8

～

10

0.37 0.84

10

～

12

0.28 0.63

12

～

14

0.22 0.50

14

～

16

0.18 0.41

16

～

18

0.16 0.35

18

～

20

0.15 0.32

20

～

22

0.14 0.29

22

～

24

0.13 0.28

24

～

26

0.13 0.27

26

～

28

0.13 0.26

Average of 1RBs

Actual SINR[dB]


C. Modelling of the SRS transmission bandwidth

The SRS transmission bandwidth is configured per UE according to the power head room of each UE in order to avoid the power limitation of SRS transmission, i.e., for UEs with less power head room, narrower SRS bandwidth is configured. SRS frequency hopping is disabled in this evaluation. Therefore, less number of clusters is likely to be allocated for UEs which is configured narrower SRS bandwidth.
D. System bandwidth
Although 10MHz system bandwidth is assumed for the system evaluation [11], wider system bandwidth like 20MHz for single component carrier is also optimization point for LTE-Advanced system. Therefore, we evaluate the system performance of 20MHz bandwidth in addition to 10MHz bandwidth.

E. Fractional TPC configuration

Configuration of the fractional TPC parameters could be different depending on the operations scenarios. We used the following two representative TPC configurations. 
-  (a)  = 0.8, P0 = -90dBm 
-  (b) = 0.6, P0 = -60dBm
2.2 Simulation results

Table 2(a)(b) shows the average cell throughput for  two TPC parameter sets (a) [α, P0]=[0.8, -90dBm] and (b) [α, P0]=[0.6, -60dBm], respectively. Table 3(a)(b) shows the cell-edge (5%CDF) user throughput for the two TPC parameter sets.
The number of assigned UEs within a sub-frame is limited to 10 in case of 10MHz [2]

 REF _Ref253747641 \r \h 
[3] and 20 in case of 20MHz. In addition, the results in case the number of assigned UEs is further limited are shown in Appendix B.
From the results in Table 2 and Table 3, we observed the followings; 
· In both 10MHz and 20MHz, if the maximum number of clusters is 2, the cell throughput gain by non-contiguous resource allocation is limited especially when the number of UEs per a cell is 10 or less. In these conditions, further performance gain of 4-9% can be obtained by using 3 clusters. Similar results are obtained for both TPC parameter sets (a) and (b). 

· By increasing the maximum number of clusters to 4 clusters and no limited, a larger gain of cell throughput in 20MHz is seen compared to 10MHz. Because the number of RBGs that can be assigned to a UE increases when the system bandwidth is larger, more frequency scheduling gain is obtained for a larger number of clusters. 
· Regarding the cell edge throughput, the absolute throughput difference among different number of clusters seems to be negligible.
In addition, in case of bursty traffic model, more gain of non-contiguous allocation would be expected because the result of bursty traffic can be considered to be similar to decreasing the number of UEs per a cell in full buffer traffic model.
Figure 1(a) and (b) show the CDF of the user throughput in case of [α, P0]=[0.8, -90dBm] and [α, P0]=[0.6, -60dBm], respectively. From Figure 1(a), the user throughput is improved 23-26% by introducing the non-contiguous resource allocations with 3 clusters and the user throughput is improved 8-9% compared with 2 clusters. Similar gain is seen also in Figure 1(b).
Therefore, at least 3 clusters should be supported in order to obtain the sufficient performance gain by non-contiguous resource allocation.
Table 2 Cell throughput versus the maximum number of clusters (Limited UE allocated
)
(a)  TPC parameters [α, P0] = [0.8, -90dBm]
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5 7.46 8.16 8.68 9.13 9.43 9% 16% 22% 26%
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 (b)  TPC parameters [α, P0] = [0.6, -60dBm]
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Table 3 Cell-edge user throughput versus the maximum number of clusters (Limited UE allocated1)
(a)  TPC parameters [α, P0] = [0.8, -90dBm] 
[image: image4.emf]1 cluster 2 clusters 3 clusters 4 clusters no limit 2 clusters 3 clusters 4 clusters no limit
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10 336 408 422 423 429 22% 26% 26% 28%
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(b)  TPC parameters [α, P0] = [0.6, -60dBm]
[image: image5.emf]1 cluster 2 clusters 3 clusters 4 clusters no limit 2 clusters 3 clusters 4 clusters no limit
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(a)  TPC parameters [α, P0] = [0.8, -90dBm] 
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(b)  TPC parameters [α, P0] = [0.6, -60dBm]
Figure 1 the CDF of the user throughput (Limited UE allocated1)
3 Conclusion
In this paper, we studied the relation between the maximum number of clusters and the throughput performance of the non-contiguous resource allocation by system level simulation. From the results, at least 3 clusters are required in order to obtain the sufficient performance gain by non-contiguous resource allocation.
Therefore, we propose to support the non-contiguous resource allocations with 3 or more clusters by e.g., Rel-8 type 0 allocation scheme or more efficient one. The signalling scheme to support 3 clusters is discussed in another document [6].
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Appendix A
Table 4 gives the system level simulation parameters used in our evaluation.
Table 4  System level simulation conditions.

	Parameter
	Value

	System bandwidth
	10 MHz (50RBs), 20MHz (100RBs)

	Carrier frequency
	2.0 GHz

	Multiple access scheme
	DFTS-OFDM :Contiguous allocation
( The maximum number of clusters = 1

Clustered DFTS-OFDM :Non-contiguous allocation 
( The maximum number of clusters = 2,3,4, no limit

	Scheduling resolution
	1RBG = 3RBs for 10MHz,  4RBs for 20MHz.

	Inter-site distance(ISD)
	500m for 3GPP Case 1

	Maximum transmission power at UE
	Contiguous resource allocation: 23.0 dBm
Non-contiguous resource allocation:
 22.0dBm (2 cluster),  21.0dBm (> 2cluster)

	Number of UEs per a cell
	5, 10, 20UEs

	Number of the max. assigned UEs per sub-frame
	Assumption 1:
10 MHz BW: 10 UEs,  20MHz BW:10 UEs
Assumption 2 (for Appendix B): 
10 MHz BW: 6 UEs
20MHz BW:10 UEs (1 cluster), 8 UEs ( > 1 cluster)

	Tx / Rx Antenna configuration 
	1Tx / 2Rx (SIMO)

	UE mobility
	3 km/h

	Channel model
	3GPP Urban Macro (UMa) 
(Typical Urban 6path (TU 6path) for Appendix C)

	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 cell per site

	Sub-frame length
	1 msec

	Transmit power control (TPC)
	P = min{Pmax, P0 + 10·log10·M + α · L}  
where 
Pmax : the maximum UE transmit power,
P0 : a cell-specific parameter,
M : the number of RBs allocated to the UE,
α : a cell-specific path-loss compensation factor,
L : the path-loss measured at the UE.

	[α, P0] for TPC
	(a) [0.8, -90dBm], (b) [0.6, -60dBm]

	Hybrid ARQ
	Incremental redundancy

	Max. retransmissions
	3

	Scheduling algorithm
	Proportional fairness

	Distance dependent path loss 
	128.1 + 37.6 log10 (r) [dB]  (r: kilometres)

	Receiver type 
	MMSE

	Traffic model
	Full buffer

	Channel estimation error
	Ideal (without impairment for demodulation)

	SRS
	Bandwidth
	Adaptive SRS bandwidth, Frequency Hopping: off
48/24/12/4RBs for 10MHz  (PUCCH overhead is 2RB)

96/48/24/4RBs for 20MHz  (PUCCH overhead is 4RB)

	
	Estimation error
	SINR dependent error (Table 1)

	
	Feedback period
	5ms

	
	Process delay
	6ms


Table 5 Link level simulation assumptions.
	Parameter
	Value

	Antenna configuration
	1x2

	UE speed
	3km/h

	Channel model
	TU 6path

	Average number of RBs
	1RB


Appendix B
In this section, we evaluated the throughput performance for a situation where the number of allocated UEs within a sub-frame is further limited compared with the conditions described in section 2.1. The number of allocated UEs with in a sub-frame is limited to to 6 for 10MHz. In 20MHz case, 10 for contiguous resource allocation and 8 for non-contiguous resource allocation is assumed since the PDCCH payload size for non-contiguous resource allocation is larger in 20MHz while the payload size is similar in 10MHz. 
Table 6 and Table 7 show the average cell throughput and the cell-edge (5%CDF) user throughput in case the number of assigned UEs within a sub-frame is 6 - 10, respectively. TPC parameters is set to [α, P0]=[0.8, -90dBm]. The parameters except the number of maximum assigned UEs are the same as the evaluation described in section2.
From the results, we can observe that the performance gain by non-contiguous resource allocation similar to Table 2(a) is obtained when the number of assigned UEs is limited to 6 - 10. 
Table 6 Cell throughput versus the maximum number of clusters (Limited UE allocated
)
(a)  TPC parameters [α, P0] = [0.8, -90dBm]
[image: image8.emf]1 cluster 2 clusters 3 clusters 4 clusters no limit 2 clusters 3 clusters 4 clusters no limit

5 7.47 8.16 8.69 9.12 9.44 9% 16% 22% 26%

10 8.27 9.15 9.89 10.21 10.35 11% 20% 24% 25%

20 9.18 10.08 10.64 10.86 10.93 10% 16% 18% 19%

5 14.74 16.02 16.77 17.37 18.72 9% 14% 18% 27%

10 15.66 17.38 18.68 19.65 20.61 11% 19% 25% 32%

20 17.09 18.87 20.10 20.81 21.31 10% 18% 22% 25%
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Table 7 Cell-edge user throughput versus the maximum number of clusters (Limited UE allocated2)
(a)  TPC parameters [α, P0] = [0.8, -90dBm] 
[image: image9.emf]1 cluster 2 clusters 3 clusters 4 clusters no limit 2 clusters 3 clusters 4 clusters no limit

5 424 507 520 520 525 20% 23% 23% 24%

10 357 405 417 423 426 14% 17% 19% 19%

20 236 255 262 265 266 8% 11% 12% 13%

5 328 330 328 327 327 1% 0% 0% 0%

10 325 324 324 328 325 0% 0% 1% 0%

20 308 311 315 318 320 1% 2% 3% 4%
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Appendix C
Table 8 and Table 9 show the average cell throughput and the cell-edge (5%CDF) user throughput in case of ISD = 500m with TU 6path model, respectively. TPC parameters is set to [α, P0]=[0.8, -90dBm]. The parameters except channel model are the same as the evaluation described in section2.
By comparing Table 2(a) with Table 8(a), we can observe that the performance gain by non-contiguous resource allocation of TU model is similar to that of UMa.
Table 8 Cell throughput versus the maximum number of clusters (TU, Limited UE allocated1)
(a) TPC parameters [α, P0] = [0.8, -90dBm]
 [image: image10.emf]1 cluster 2 clusters 3 clusters 4 clusters no limit 2 clusters 3 clusters 4 clusters no limit

5 8.73 9.79 10.43 10.88 10.98 12% 19% 25% 26%

10 9.46 10.69 11.46 11.64 11.66 13% 21% 23% 23%

20 10.72 11.70 12.02 12.05 12.05 9% 12% 12% 12%

5 16.92 18.73 19.81 20.52 22.04 11% 17% 21% 30%

10 17.82 20.06 21.58 22.68 23.48 13% 21% 27% 32%

20 19.06 22.15 23.33 23.73 23.91 16% 22% 24% 25%
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Table 9 Cell-edge user throughput versus the maximum number of clusters (TU, Limited UE allocated1)
(a) TPC parameters [α, P0] = [0.8, -90dBm]
 [image: image11.emf]1 cluster 2 clusters 3 clusters 4 clusters no limit 2 clusters 3 clusters 4 clusters no limit

5 514 634 637 642 641 23% 24% 25% 25%

10 417 510 519 520 520 22% 24% 25% 25%

20 287 317 323 322 322 11% 13% 12% 12%

5 406 405 403 403 405 0% -1% -1% 0%

10 400 401 403 404 404 0% 1% 1% 1%

20 379 390 394 396 397 3% 4% 4% 5%
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� Limited UE allocated ; 10 MHz BW: 10 UEs, 20MHz BW:20 UEs


� Limited UE allocated ; 10 MHz BW: 6 UEs, 20MHz BW:10 UEs (1clsuter) / 8 UEs (>1cluster) 





PAGE  
3GPP
8/8

