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1. Introduction

Carrier aggregation is one of the main features of LTE-Advanced (LTE-A) to support wider bandwidth than that of Rel-8 LTE. Regarding carrier aggregation, there is an issue on whether a common PCI (physical cell ID) or different PCIs are allocated to the aggregated component carriers (CCs). This issue would mainly be specified from RAN2 discussion rather than RAN1. Yet, the impacts of the PCI allocation on the physical layer should be considered. In this paper, we discuss the impacts of having a common PCI and different PCIs for multiple CCs within an eNB.
2. Impacts of a common PCI across CCs
<DL CM issue>

When the aggregated CCs have a common PCI, DL RS pattern will be repeated across CCs because DL RS is function of PCI. Table 1 shows CM values when the number of aggregated DL CCs varies from 1 to 5 where the same DL RS sequence is applied to all the CCs. If we see typical cases such as DL RS only (without DL data) or 6 dB boosted RS, the CM value increase up to 11 dB or 7 dB from 4 dB (which is the CM value without carrier aggregation). This could require a big cost for the LTE-A eNB power amplifier. This potential problem was already introduced in [1]. High CM values in case of carrier aggregation occur due to the repeated RS sequence pattern across the CCs. Similar CM/PAPR issue can also be observed with synchronization channels especially in small bandwidth carrier aggregation such as plural 6RB CC aggregation. To avoid large CM/PAPR increment by DL RS, several approaches have been proposed in [3-6]. 
Table 1: CM values for downlink RS in case of carrier aggregation

	 #CCs
	1
	2
	3
	4
	5

	RS only

1Tx
	4.02
	6.55
	8.59
	10.13
	11.32

	RS(0dB)+data

1Tx
	4.02
	4.12
	4.27
	4.42
	4.58

	RS(3dB boost)+data

1Tx
	4.01
	4.32
	4.73
	5.12
	5.52

	RS(6dB boost)+data

1Tx
	4.01
	4.72
	5.54
	6.28
	6.97


<Asymmetric aggregation>
Figure 1 shows asymmetric aggregation in case of 2 DL CCs and 1 UL CC. A single UL CC is linked to two DL CCs with a common PCI.
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Figure 1: Common PCI in asymmetric aggregation 

In case of Figure 1, for the UEs which follow Rel-8 configuration, there is no restriction related to the PCI except that eNB scheduler should schedule the UL CC resources, such as DM RS, PUCCH, etc, linked to multiple DL CCs not to collide. 

3. Impacts of different PCIs across CCs

<DL CM issue>

With different PCI per CC, CM/PAPR issue regarding RS doesn’t happen. However, CM/PAPR issue can happen in some cases of particular combinations for PSS/SSS. This means more efforts on cell planning to solve that.

<Asymmetric aggregation>

Figure 2 shows asymmetric aggregation in case of 2 DL CCs and 1 UL CC. A single UL CC is linked to two DL CCs with different PCIs.
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Figure 2: Different PCIs in asymmetric aggregation 

If LTE-A UEs follow Rel-8 configuration, the following operations apply.

· UL DM RS group/sequence/cyclic shift hopping
Since different UEs may acquire different PCIs even for the same UL CC, arbitrary two UEs may follow different UL DM RS group/sequence/cyclic shift hopping pattern. The performance of MU-MIMO for the UEs attached to different PCI CCs will be significantly degraded due to destruction of sequence orthogonality.
· PUCCH group/cyclic shift hopping

In a similar way above, arbitrary two UEs have to follow different PUCCH group/cyclic shift hopping pattern in a same UL CC. This may be resolved by setting different 
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 values between UEs with different PCIs so that UL RBs used by UEs with different PCIs for PUCCH format 1/1a/1b are exclusive to each other [2]. However, this may waste UL RBs due to exclusive use of RBs according to PCIs.
· PUSCH hopping

Arbitrary two UEs may follow different PUSCH hopping pattern in case of hopping Type 2. This may prohibit the usage of PUSCH hopping Type 2.
To avoid above listed restrictions and waste of resources, a special UE behaviour for handling multiple different PCIs has to be introduced. 
4. Summary
In this paper, impacts of the PCI allocation to the aggregated CCs are discussed. Depending on whether it is common PCI or different PCIs to aggregated CCs, considerable points are as follows:
· Common PCI: there is CM/PAPR increase issue due to repeated DL RS or synchronization signal. But it could be mitigated with backward compatible solution.
· Different PCIs per CC: there are many restrictions on the usage of UL resource related to the PCI in case of asymmetric CC aggregation.
To mitigate the impacts caused by common/different PCI allocation to the aggregated component carriers, appropriated solutions should be further investigated for each case.
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