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1 Introduction

Coordinated multi-point processing (CoMP) is regarded as an important technique to improve the coverage and cell edge spectral efficiency by coordinating user scheduling and data transmission among adjacent cells. In addition, CoMP can be combined with multi-user MIMO techniques to further improve cell average throughput. 
CoMP may be categorized according to different impact factors:
· According to the data availability among multiple cells, CoMP can be divided into joint processing (JP) and coordinated beamforming/scheduling (CB/CS). Both categories require CSI sharing among cells, but JP differs from CB/CS by requiring data availability at the coordinated cells in the cooperating set. 
· According to the set of coordinated eNBs, CoMP can be categorized as intra-eNB CoMP or inter-eNB CoMP. 
· It is natural for intra-eNB CoMP to support both data and CSI sharing among multi-cells with very low latency, which makes both intra-eNB JP and intra-eNB CB/CS easy to be deployed. 

· Inter-eNB CoMP relies on the backhaul link to support the CSI and/or scheduling information exchange among eNBs, where the latency is the common essential issue for both inter-eNB JP and inter-eNB CB/CS, and inter-eNB JP might have an additional problem of the backhaul bandwidth limit on the data exchanging for some scenarios. The backhaul load of inter-eNB CB/CS is much lighter since only channel info and scheduling decisions need be shared among eNBs, which makes CB/CS an attractive solution for inter-eNB CoMP in scenarios with limited backhaul capacity. In addition, some CB/CS schemes might require very limited backhaul support. For example, CBS only need to exchange beam patterns through X2 interface at a very low rate with the backhaul requirement the as same as ICIC. On the other hand, it is the general understanding that CoMP schemes that require fast  and high capacity backhaul can potentially provide higher performance gain.
Figure 1 shows some preliminary system-level simulation results for CBF-SU and CBF-MU scheme. (More detailed information can be found in [10]). Performance is compared between intra-site (three cells belonging to the same eNB) CBF and network CBF with coordination among all the 57 cells without considering the backhaul delay. Though the results show that network CBF can provide decent gain, if we take the backhaul delay into account, the performance of network CBF-SU and CBF-MU may degrade significantly. Therefore, it is necessary to model the backhaul latency when we evaluate the inter-site CoMP schemes.
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Figure 1 Performance comparison between intra-site CBF and network CBF
This contribution provides some analyses on different CoMP categories, and proposes a practical evaluation methodology for different CoMP schemes with regarding to the backhaul latency modelling and its impact on the scheduler. 
2 Scheduling Latency Modelling for Different CoMP Categories
Significant performance gains thanks to CBF have been shown in contribution [1] assuming ideal backhaul with no delay or capacity limitation. However, as stated in [2]: 

“The maximum backhaul delay for control plane messages on the X2 interface is expected to be in the order of 20 ms. however it is to be noted that this is not a strict upper bound in the sense that larger values may occur in rare scenarios. The typical average delay is expected to be in the region of 10 ms. “ 

Also, as stated in [3], the actual delay and capacity of the X2 interface depend on the backhaul technologies. Though it is expected that the backhaul will evolve to have much larger capacity and smaller delay, limited capacity and un-ignorable delay should be considered at least for certain scenarios. Certain configurations of the feedback mechanism, the inter-eNB signalling and the coordination procedure should be made available so that CB/CS can be implemented with robustness to backhaul delay and capacity limitations.

On the other hand, forward-looking high performance designs should also be included to take advantage of the high speed backhaul (such as fibre) and of some proprietary solutions. Although, for the latter case, joint processing may be used to provide even higher performance gain without specific standards support on the data availability at multiple points.

Considering the latency impact on the scheduling, we can classify the popular CoMP schemes from different companies to four cases:
· Case1: long-term CSI based CoMP, e.g. some CB/CS schemes such as CBS
· Case 2: Short-term CSI based CoMP (CB/CS and JP) with centralized scheduler, e.g. the intra-eNB CoMP or inter-eNB CoMP with direct fibre connection.
· Case3: Short-term CSI based CoMP with distributed non-iterative scheduler, e.g the non-iterative CB/CS involving multiple eNBs and traditional backhaul link.
· Case 4: Short-term CSI based CoMP with distributed iterative scheduler instead of centralized scheduler, e.g. the iterative CB/CS involving multiple eNBs and other inter-eNB CoMP with traditional backhaul link.
Here are some explanations about central scheduler and iterative scheduler:
· Central scheduler: a central scheduler may be implemented at one eNB (acting as the central scheduler) while the scheduling decisions may be then passed onto each individual eNB; 

· Iterative scheduler: eNB 1 makes the scheduling decisions for its own users first, and the decision is then passed onto other eNBs. Based on the scheduling knowledge of eNB 1, eNB 2 then makes its scheduling decision, which is then passed onto other eNBs. This decide-and-broadcast procedure is done for each eNB one by one until all eNBs are exhausted and counts as one complete iteration. Multiple iterations may be allowed if necessary. Note that each eNBs may make its scheduling decisions at the same time while update these decisions based on the scheduling knowledge from other eNBs.
For these four cases, different CSI delays of the links between UE and the coordinated cells should be modelled in the system evaluations. The following session provides the scheduling latency modelling for the evaluation of the different CoMP schemes respectively.

2.1 Scheduling Latency Modelling Structure
To model the latency from X2 backhaul and its impact on the scheduler and performance, the following factors need to be considered:

· The delay of the CSI/CQI feedback or measurement within the serving eNB.
· The backhaul transmission latency between the serving eNB and the coordinated eNBs.

· Delay caused by periodic exchanging of information such as long term CSI.

· Processing time of the eNB for scheduling and resource allocation, and etc.

· Number of iterations of iterative scheduling schemes which introduces extra delays.

In the following subsections, examples on how to exactly model the delays caused by these factors are given for some typical situations. Note that these examples are by no means exhaustive and other cases may be simulated with proper modeling of the delays.

2.1.1 Case1: long-term CSI based CoMP
In Case 1, Long term CSI feedback delay will be decided by several factors, including CSI feedback delay, backhaul latency and exchanging period of long term CSI, as given below:
TLT = TFB + Tbackhaul + PLT + Tprocess
- TLT is the total delay of long term CSI used in the scheduler of the coordinated eNBs.

- TFB is delay of CSI feedback or measurement within the serving eNB
- Tbackhaul is backhaul transmission latency between the serving eNB and the coordinated eNBs. Note that this is also the delay for exchange scheduling information between the eNBs.
- PLT is the exchanging period of Long term CSI via backhaul link between the serving eNB and the coordinated eNBs
- Tprocess is the processing time for the non-iterative scheduler
For the CSIs of those links between UEs and their serving cell, the scheduling delay only contains the CSI feedback delay and processing time with one eNB.
Scheduling delay = TFB + Tprocess
The total procedure is given in figure 1. It is worth to note that for this case with only sharing long-term CSI among coordinated eNBs, the scheduling delay may not be the most important factor, comparing to how to extract the long-term CSI for CoMP scheduling.
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Figure 1. CSI delay description of case1
2.1.2 Case 2: Short-term CSI based CoMP (JP and CB/CS) with centralized scheduler

This case fits to both the intra-eNB CoMP and inter-eNB CoMP with direct fibre connection, where the multi-cell information exchanging latency can be neglected, i.e. set to zero. Therefore, scheduling delay is made up with two parts: feedback delay within one cell and delay of process within one eNB multiple with number of iteration.

Scheduling delay = TFB + Tprocess x  Niteration
- Tprocess is the process delay of non-iterative scheduling in one eNB, generally less than 1~2 ms.

- Niterative is the number of iterations in the iterative scheduler
2.1.3 Case3: Short-term CSI based CoMP with distributed non-iterative scheduler, e.g the non-iterative CB/CS involving multiple eNBs and traditional backhaul link.

This case fits to the inter-eNB CoMP with normal backhaul link; eNBs make the scheduling decision by coordination, but without any iteration. It applies to inter-eNB non-iterative CB/CS schemes. The scheduling delay in the coordinating eNB is:
Scheduling delay = TFB + Tbackhaul+ Tprocess x 2
The scheduling delay in the serving eNB is:
Scheduling delay = TFB + Tprocess 
2.1.4 Case 4: Short-term CSI based CoMP with distributed iterative scheduler instead of centralized scheduler

The work flow of this case is described as following, as shown in figure 2:

· Firstly, eNB1 received short-term CSI feedback from UE, and does the first processing to make scheduling decision;
· Secondly, eNB1 sends the first scheduling decision and short-term CSI to eNB0 (iterative scheduler) for iteration;
· Thirdly, eNB0 process all information from coordinated cells and make the coordinated decisions;
· Finally, eNB0 sends it back to eNB1. Thus the first iteration period is finished.
Multiple iterations may be needed. Therefore, the totally scheduling delay is given as below:
Scheduling delay = TFB + Niteration x  (2 x Tbackhaul+2 x Tprocess)
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Figure 2. Illustration of the iterative scheduler procedure 
2.2 Typical Backhaul Latency Values for the System Evaluation
To capture the backhaul limitations in simulation of CB/CS schemes, we propose to model the delay with a uniform distribution between 0 and 20 ms [2]. According to the scheduling delay model described in section 2.1 we can calculate the typical scheduling delay assuming Tst = 4ms, Tprocess = 1ms, Niteration = 1 or 3, Tbackhaul = 10ms, TLT = 50ms:

· Case 1: long-term CSI based CoMP:
UEs in the coordinated cell: Scheduling delay = TLT+Tbackhaul+TFB + Tprocess
=50ms+10ms+4ms+1ms=65ms
UEs in the serving cell: Scheduling delay = TFB + Tprocess=4ms+1ms=5ms
· Case 2: Short-term CSI based CoMP (JP and CB/CS) with centralized scheduler:
Non-iterative scheduling: Scheduling delay = TFB + Tprocess x Niteration=4ms+1ms x 1=5ms
3 iterations: Scheduling delay = TFB + Tprocess x Niteration=4ms+1ms x 3=7ms
· Case 3: Short-term CSI based CoMP with distributed non-iterative scheduler

Scheduling delay in coordinated eNB = TFB + Tbackhaul+ Tprocess x 2=4ms+10ms+1ms*2=16ms
Scheduling delay in serving eNB= TFB + Tprocess =4ms+1ms=5ms
· Case 4: Short-term CSI based CoMP with distributed iterative scheduler instead of centralized scheduler:
1 iteration:Scheduling delay = TFB + Niteration x (2 x Tbackhaul+2 x Tprocess)=4ms+1 x (2 x 10ms+2 x 1ms) = 26ms
3 iterations:Scheduling delay = TFB + Niteration x (2 x Tbackhaul+2 x Tprocess)=4ms+3 x (2 x 10ms+2 x 1ms) = 70ms
From the above preliminary calculation results, it is easy to see that the scheduling delay of Case1 is tolerable for long term CSI information and the delay is also tolerable for case 2 with short term CSI information. However, Case 4 has obvious longer and intolerable delay if short term CSI is used. Case3 can be used in some simple inter-eNB CB/CS schemes, which don’t require complex iteration and is not very sensitive to the scheduling delay. Therefore, we can conclude that case 4 (Short-term CSI based CoMP with iterative scheduler in case of no centralized scheduler) has intolerable scheduling delay (about 70ms for 3 iterations) and these short-term CSI based CB/CS schemes with case 4 scheduling delay model is not a promising solution in the practical systems.
3 Conclusion

This contribution provides some analyses on the different CoMP categories and proposes a practical evaluation methodology for different CoMP schemes respectively, taking into account the backhaul latency modelling and its impact on the scheduling. 
From the delay analysis in section 2.2, it is obvious that case 4 (Short-term CSI based CoMP with iterative scheduler in case of no centralized scheduler) has intolerable scheduling delay, which is not a promising solution in the practical system. Therefore, it is recommended to focus the 3GPP effort in the CoMP solutions in case 1 (long-term CSI based CB/CS) and case 2 (short-term CSI based COMP JP&CB/CS with centralized scheduler), while case 3 (short-term CSI based CB/CS with distributed non-iterative scheduler and traditional backhaul) needs further investigation. 
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