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1. Introduction
Multi-user MIMO (MU-MIMO) is considered as a key technology to enhance LTE performance, not only for single-cell operation, but also for multiple-cell operation, particularly for coherent Joint Processing CoMP. During RAN1-57 meeting, it was agreed that explicit feedback, as one of the feedback schemes, should be supported to characterize the spatial channel [1]. More specifically:

Explicit feedback 

…

· Transmit channel covariance (Ri), where Ri = \sum{Hij†Hij} (‘j’ is span over time or frequency)

· Main eigen-components of the short-term channel

...
In some sense, explicit feedback is made possible by the introduction of DM-RS which allows more flexible transmit weighting, i.e., precoder does not need to follow the feedback indication such as PMI. Compared to single-user MIMO (SU-MIMO), MU-MIMO generally requires more accurate spatial channel information. Explicit spatial channel information often takes the form of a matrix, per sub-band. Therefore, considerable data compression is needed to extract the useful information so that the feedback overhead is reasonable.
In this contribution, we study the performance of 4x2 MIMO with floating-point channel covariance Ri, with element-wise quantization of Ri, and codebook based eigen-mode feedback. Two extreme cases are considered: full-diversity antenna (e.g., i.i.d. channel matrix) and fully-correlated beamforming antenna (rank = 1). In the simulation, constrained ergodic capacities over various fast fading realizations are obtained to capture the fundamental performance in each configuration. Relative system capacities are also compared.
2. System Model
2.1 Precoded SU-MIMO
Figure 1 shows a block diagram of a generic precoded MIMO with MMSE receiver. The spatial channel H is assumed block-wise static and frequency flat. The number of transmit antennas is larger than the number of receive antennas, i.e., N > M, therefore, up to M layers can be multiplexed for a user. The precoder is an N by M matrix, denoted as F. Noise and other cell (or user) interference on m-th receive antenna is denoted as wm with variance of n2. The total transmit power is Pt. Therefore, SNR (or UE geometry) is Pt/n2. In SU-MIMO, such interference and noise is assumed spatially white.
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Figure 1. A block diagram of precoded SU-MIMO with MMSE receiver.
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SINR of i-th layer can be represented as:
(1)
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where (for SU-MIMO)

(2)
and 
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is the i-th column of precoded channel HF. Constrained ergodic channel capacity can be calculated by averaging over different realizations of H , which is
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(3)
where C64-QAM(.) is the constrained capacity formula of 64-QAM [2] representing the upper bound of link performance of LTE and LTE-A across different SNR regions. In Rel. 8 LTE, the entire searching space of F is quantized in the form of a codebook, and PMI is selected so that CSU-MIMO, constr can be maximized. PMI calculation and rank prediction are often jointly carried out to further improve the link capacity. In SU-MIMO, rank, PMI and CQI are usually calculated at UE which knows exactly the receiver implementation, e.g., MRC, MMSE, or MMSE + SIC. 
2.2 MU-MIMO 
In MU-MIMO, multiple users can share the same resource, assuming that cross-user interference can be suppressed by proper user pairing, transmit weighting, and receiver processing.  Considering that MMSE receiver is used and two users are multiplexed, the interference seen in i-th layer of User 1 becomes:
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(4)
where the third term represents the cross-user interference from User 2. On the transmitter side, user pairing and the transmit weighting of User 2 are also to minimize the precoded channel 
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 leaked to User 1. Note at the total transmit power summed over two users is normalized in Eq. (4), e.g., each as half of what is seen in Eq. (2) for SU-MIMO, so that the SNR definition is consistent between SU-MIMO and MU-MIMO. 
Similarly, the interference see in i-th layer of User 2 can be written as:
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(5)
And the ergodic constrained sum capacity is
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(6)

2.3 Precoder for MU-MIMO 
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Signal-to-leakage-and-noise ratio (SLNR) [3,4] has been shown a cost-effective criterion for choosing the transmit weights in MU-MIMO. In the case of two-user MIMO, the precoders for User 1 and User 2 can be calculated as
(7)
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where the M strongest eigenvectors are used as the column vectors to construct precoding matrices. 
The terms 
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 are essentially the transmit covariance matrices “Ri” of User 1 and User 2, respectively. In another word, “Ri” contains sufficient channel information for transmit weight calculation under SLNR criterion.
2.4 Data Compression of “Ri” 
For 4x2 MIMO, “Ri” is a 4x4 matrix. Taking into account of Hermitian property of “Ri”, there are 10 distinct elements among which 4 diagonal elements are real and 6 off-diagonal elements are complex. A simple way of element-wise quantization per element can be done as follows:
· Normalize “Ri” with the amplitude of the largest element in “Ri”

· Quantize diagonal elements by amplitude only

· Quantize off-diagonal elements in amplitude and in phase

Besides element-wise quantization, codebooks can be used to quantize the eigenvectors of “Ri”. For example, if the spatial channel matrix of a user is denoted as H, it can be decomposed as: 
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                     (8)
Assuming that the number of transmit antennas is larger than the number of receive antennas, i.e., N > M, only M eigenvalues are non-zero. Note that in the beamforming antenna configuration there is only one dominant eigenmode. A codebook can be used for quantization, i.e., searching for a set of codeword, 
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. The closeness can be measured by chordal distance which is defined as:
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(9)

The set of 
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 can be searched separately, e.g., per column, or jointly, as a matrix. 
Note that the codeword searching here is agnostic to the receiver implementation. Rather, it only tries to match the “objective” spatial channel information “Ri”. Two reasons are considered:

· Compressed “Ri” is used by transmitter which does not know the receiver implementation in general.
· Accurate “Ri” feedback would benefit the link performance of MU-MIMO, regardless of receiver implementation.

3. Performance Evaluation
3.1 Simulation Settings
We consider 4x2 MIMO with two antenna configurations: beamforming and diversity. Diversity configuration corresponds to uncorrelated antennas either far-apart, e.g., 10 wavelength, or in different polarizations, and with scatterer-rich environment, e.g., large angle spread. In this simulation we model the diversity configuration such that the elements of spatial channel matrix are independent identically distributed (i.i.d) where amplitude of each element is Rayleigh distributed and the phase is uniformly distributed over [-, ]. 
Beamforming configuration corresponds to highly-correlated antennas in the same polarization and closely spaced, e.g., half wavelength, and the environment has few scatterer, e.g., very small angle spread. Here we model it as a uniform linear array (ULA) with /2 antenna spacing and the zero angle spread seen from eNB. Angle of departure (AoD) is uniformly distributed over [0, ] for each channel realization. The spatial channel in beamforming case is synthesized as
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(10)
where elements in H are i.i.d. The receive correlation matrix Rr is modeled as a 2x2 identity matrix, as the angle spread seen from UE is assumed very large. The transmit correlation matrix Rt is essentially a 4x4 matrix of rank =1. 
Here we focus on the impact of feedback accuracy on the channel capacity, rather than the optimal sum capacity that can be obtained by considering a large number of UEs in the system and taking advantage of the gain from user pairing and multi-user diversity. Another reason is that quite often UEs suitable for multiplexing in a cell are not abundant, for example, assuming 10 users per cell in ITU simulation methodology. Therefore, only two users are simulated whose channels are independent in both cases of diversity antenna and beamforming antenna. The two users are forced to do MU-MIMO, even occasionally the channel realizations lead to poor separation of eigenmodes between users and may degrade the sum rate. In another word, MU-MIMO mode never falls back to SU-MIMO mode in this simulation.
In the case of direct quantization of matrix “Ri”, 3 bits and 5 bits are used to quantize the amplitude and phase of each distinct element. So ignoring the number of bits to quantize the amplitude of the largest element, direction quantization requires 
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bits. Quantization levels for amplitude and phase are listed in Table 1. The cases of more bits for amplitude and phase are not simulated, considering that 
· The benefit from further refinement of quantization steps may be limited by the channel estimation errors in real implementations.
· It would cause too much overhead of feedback.

In the case of codebook based compression, a 6-bit codebook [5] of rank = 1 is used in beamforming antenna simulation. In diversity antenna simulation, a 10-bit Grassmanian codebook of rank = 1 is used for each major eigenvector of “Ri”. The search is separately done for each eigenmode. So it is possible that the best matched
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 may not be orthogonal to each other. Ignoring the bits for quantization of major eigenvalues, 6 bits and 
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 bits are needed in the codebook based compression for beamforming and diversity antenna configurations, respectively.
Rank prediction is implemented in diversity antenna case. In MU-MIMO simulation, rank predication considers sum-capacity and assumes the full knowledge of transmit weights for both paired UEs and receiver implementation (e.g., MMSE). 
SU-MIMO is also simulated to see the gains of MU-MIMO and the sensitivity to feedback accuracies. In the PMI approach, the 4-bit Rel. 8 LTE codebook is used.
	Parameters
	Values

	Spatial channel matrix in diversity case
	i,i,d, each element is complex normal, frequency flat

	Antenna setting in beamforming case
	ULA, /2 antenna spacing

	Angle of departure in beamforming case
	Uniformly distributed over [0, ]

	Angle spread
	To eNB: 0 degree in beamforming antenna,
                   very large in diversity antenna
To UE: very large

	SINR to capacity mapping
	64-QAM constrained capacity

	Number of users simulated/multiplexed
	2, independent channels, always MU-MIMO

	Rank adaptation in diversity antenna case
	Yes, between rank=1 and rank=2 hypotheses

	Amplitude quantization levels
	[0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.925]

	Phase quantization levels
	Uniform over [-, ], step size of /16

	Codebook for MU-MIMO
	Beamforming antenna: 6-bit 

Diversity antenna: Grassmanian,10-bit


Table 1. Simulation parameters
3.2 Performance Comparison
Fig. 2 shows the ergodic constrained capacities of: (1) SU-MIMO with Rel. 8 PMI; (2) SU-MIMO with floating point (uncompressed) R; (3) MU-MIMO with element-wise quantization of R; (4) MU-MIMO with 6-bit codebook based compression; (5) MU-MIMO with floating point R, under beamforming antenna configuration. 
It is seen that the performances of SU-MIMO saturate at 6 bits/s/Hz after SNR is increased to 20 dB. The difference between using floating point R and Rel. 8 PMI is very small. For beamforming antennas, it seems that 6-bit codebook based feedback performs better than element-wise quantization feedback, even though the former requires only 6 bits to feed back the eigenvector, while the latter requires 60 bits. The performance gap is relatively small between the floating point R and 6-bit codebook based. Such effectiveness of 6-bit codebook based compression seems to imply that the design of the codebook (of rank =1) fits the eigenvector distribution of ULA type of beamforming antennas. 

We also log the MSE averaged over various channel realizations and geometry points. MSE calculation is based on Eq. (7). Three cases are compared, with Rel. 8 PMI, with 6-bit codebook, and with element-wise quantization. The MSE result for beamforming antennas is shown in Table 2. It is seen in all three cases, R reconstruction errors are below -10 dB. The smallest MSE of 6-bit codebook explains its better performance compared to element-wise quantization of R whose MSE is about 6 dB worse. 
It is also observed that even though the MSE of Rel. 8 PMI is about 3 dB worse than 6-bit codebook case, its performance gap to SU-MIMO using floating-point R is almost negligible, indicating that MU-MIMO generally requires more accurate feedback on spatial channel information.
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Figure 2. Ergodic constrained capacities of SU-MIMO and MU-MIMO with beamforming antennas.
Table 2. MSE between floating-point Ri and reconstructed Ri in beamforming antenna configuration
	Case
	Rel. 8 PMI
	6-bit codebook
	Element-wise quant

	MSE (dB)
	-14.3
	-17.5
	-11.3


In Fig. 3, we put ergodic channel capacity into system prospective to see the overall performance comparisons between using different feedback schemes. The aggregate cell throughput is obtained by convolving the ergodic capacities (as a function of geometry) with geometry distribution of certain environment. In beamforming antenna configuration, ITU Rural Macro (RMa) is considered where the angle spread is relatively smaller (statistically) than other ITU scenarios. It is seen that the trend is similar to what we observed in Fig. 2: MU-MIMO with floating-point R and codebook quantized R are significantly better than SU-MIMO, or MU-MIMO with element-wise quantized R. 
It should be pointed out that the performances shown in Figs. 2~3 are only for relative comparison—they are by no means to capture the absolute capacities of ITU scenarios in the sense that for realistic systems:

· More significant gain of MU-MIMO over SU-MIMO is expected with appropriate user pairing

· Multi-user diversity (or scheduling gain) with multiple UEs in a cell

· The gain of frequency selective scheduling when multipath fading is considered
· 1~2 dB gap between 64-QAM constrained capacity and real demodulator/decoder’s performance

· Certain overhead for reference signals, control signaling, etc.

· Partial correlation between antennas in real implementations
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Figure 3. Aggregate cell throughput of SU/MU-MIMO with beamforming antennas, RMa.

Performances of for diversity antennas are compared in Fig. 4.  In SU-MIMO cases, ergodic constrained capacities saturate at 12 bits/s/Hz after SNR is increased to about 20 dB. There is some performance gap between using floating point R and Rel. 8 PMI. In MU-MIMO cases, it is observed that any compression of R would lead to certain performance degradation (compared to floating point R feedback). MU-MIMO consistently outperforms Rel. 8 PMI SU-MIMO.  There are some cross-over between element-wise quantization and codebook based quantization, where the latter is slightly better when SNR is less than 13 dB. In general, Fig. 4 seems to suggest that for diversity antenna configuration, MU-MIMO performance is very sensitive to the accuracy of R. The reason can be intuitively explained by the interaction of cross-layer and cross-user interference due to the feedback inaccuracy and consequently the precoder calculation, which would easily nullify the gain of spatial multiplexing. 

Table 3 shows MSEs between floating-point R and reconstructed R for diversity antennas. It is seen in all three cases, R reconstruction errors are either well above -10 dB or around -10 dB. The smallest MSE is observed in element-wise quantization, which is consistent with the performance comparison in Fig. 4 only for very high SNR. As expected, Rel. 8 PMI results in the highest MSE.

[image: image15.png]64-QAM, MMSE, diversity antenna, with rank prediction
2 T T T T T

'SU-MIMO, Rel_ 8 codebook
‘SU-MIMO. floating-point R
MU-MIMO, element-vise quant R
MU-MIMO. 10-bit codebook

— MU-MIMO, floating-point R

/Hz





Figure 4. Ergodic constrained capacities of SU-MIMO and MU-MIMO with diversity antennas.

Table 3. MSE between floating-point Ri and reconstructed Ri in diversity antenna configuration
	Case
	Rel. 8 PMI
	10-bit codebook
	Element-wise quant

	MSE (dB)
	-4.34
	-7.87
	-10.75


Fig. 5 shows the aggregate cell throughput of diversity antenna configuration. Geometry distribution of ITU Urban Micro (UMi) is considered where the angle spread is expected to be larger than other ITU scenarios. Similar performance trend is observed in Fig. 5: MU-MIMO performance with element-wise quantized R and codebook based quantized R is significantly better than that of SU-MIMO with Rel. 8 PMI. There is still a significant gap to floating-point R.
4. Conclusions
Fundamental performances of MU-MIMO were simulated for beamforming and diversity configurations, using codebook based quantization, element-wise quantization, and floating-point covariance matrix R. SU-MIMO were also simulated for comparison. The preliminary results seem to suggest that for MU-MIMO and CoMP:

· In beamforming configuration, codebook based spatial channel feedback should be considered, in addition to relying on the channel reciprocity to get Ri

· In diversity configuration, codebook based feedback can be potentially used to compress the spatial channel information such as Ri. Extensive study is needed in order to design efficient codebooks especially for MU-MIMO and CoMP
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Figure 5. Aggregate cell throughput of SU/MU-MIMO with diversity antennas, UMi.
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