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1 Introduction
Relaying technology is seen as a good candidate to improve system throughput and/or coverage in LTE-Advanced networks [1]. To evaluate the performance of the relay-enhanced cellular system, the definition of the system level simulation methodology with a detailed system model and implementation parameters is required for regeneration of the results to promote comparisons. The scheduling algorithm is of utmost important to evaluate the system performance as different algorithms have different throughput and fairness performance. Generally, the proportional fairness scheduler and round-robin scheduler are well known as scheduling algorithms for resource allocation in the field of wireless communications, and the proportional fairness algorithm is usually employed in 3GPP LTE cellular systems  for full buffer traffic due to the fact that it gives a good trade-off between the system throughput and the fairness among users [2] [3].
In this contribution, the downlink performance is evaluated for the relay-enhanced cellular systems with a proportional fairness scheduler.
2 Resource allocation with proportional fairness 
For the relay-enhanced cellular system, the interference uncertainty problem exists due to the unknown on-off status of the potential interfering transmitters as has been discussed in [4]. In this case, the straightforward way to solve the interference uncertainty problem such as semi-static resource allocation for the Donor eNodeB (DeNB) and its subordinate relay nodes (RNs) is to make the interference on-off status known in advance. Herein, taking the downlink two-hop cellular system in Figure 1 with fixed resource allocation as an example, the evaluation method for the downlink performance considering a proportional fairness scheduler can be described as follows.
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Figure 1: Demonstration of a relay-enhanced cellular system
We assume semi-static resource allocation for the DeNB and its subordinate RNs, with 
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 resource portions allocated over the available bandwidth for DeNB and RNs respectively. The available  bandwidth for the DeNB is 
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, and the available bandwidth for RNs is  
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 (the subscript 
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denoting the RN index). A per-hop proportional fairness scheduler is used, i.e., the available resources 
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of the DeNB can be only allocated only among the direct links and relay backhaul links whilst the available resources 
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of each RN can be allocated only among its access links.  Suppose that one direct link 
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 will be created from the DeNB to a UE for each resource partition if a UE 
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 named UE-e is directly served by the DeNB,  and one relay backhaul link 
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from the DeNB to RN and one relay access link 
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from RN to UE for each resource partition will be created respectively if a UE
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name UE-R is indirectly served through RN
[image: image16.wmf](

)

1,,

kkK

=

L

. 
In each given scheduling interval, each subordinate node (RN or UE) reports its CQI, such as the modulation and coding scheme (MCS) which meets the BLER requirement, to its scheduler located at the DeNB or RN through uplink signalling. Using the CQI feedback, the instantaneous data rate 
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 of the direct link corresponding to a UE-e
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for resource partition 
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, the instantaneous data rate 
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 of the relay backhaul link for resource partition 
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 and 
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 of relay access link for resource partition 
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 corresponding to a UE-R 
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 will be evaluated at time
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According to the proportional fair scheduling policy, each resource 
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 belong to RN 
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can be assigned to one relay access link 
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corresponding to a UE-R 
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with the highest priority at time 
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and each resource 
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 belong to the DeNB can be assigned to one direct link 
[image: image33.wmf]*

l

corresponding to a UE-e 
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or one relay backhaul link 
[image: image35.wmf]*

l

corresponding to a UE-R 
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with the highest priority at time 
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where 
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 indicates the relay buffer status for the transmission of  relay access link, which equals 1 if the buffer for UE-R 
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 is empty at time 
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 when scheduling resource 
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 , and equals 0 otherwise. 
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 is the average delivered throughput of link 
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 for user 
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 at time 
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 smoothed by a low-pass filter, which can be updated after scheduling all the resources.
The delivery capability for a given UE_R may differ from one hop to another over its available bandwidth. In this case, the RN buffer corresponding to a UE-R may overflow if the capacity of its relay backhaul link is higher than that of its relay access link, while the UE-R will be starved otherwise. In order to prevent this kind of traffic mismatch at the RN, a scaling factor 
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 in equation (2) may be used to adjust the scheduling weight of relay backhaul link as
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where 
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 is the scheduling switch to prevent relay buffer overflow, which is controlled by the relay buffer status; 
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 is a small fixed parameter and 
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is the token counter with regarding to UE-R 
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 (as addressed in [5]), which is used to guarantee that the minimum average delivered throughput of relay backhaul link corresponding to a UE-R is not less than that of its access link. Herein, the token counter 
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 is updated in each scheduling interval as follows:
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In this case, to obtain the scaling factor, the RN buffer status information and the average delivered throughput of the access link corresponding to each UE-R are required to be periodically fed back to the scheduler.
As described above, all the resources will be assigned to a UE sequentially in each given scheduling interval.
Note that for a relay-enhanced cellular system, the scheduler may be either centralized (where the DeNB is responsible for the resource allocation for both macro UE and UE-R), or distributed (where the DeNB and RN perform resource allocation independently for their attached subordinate nodes). In the case of centralized scheduling, the CQI feedback for all the links should be available to the DeNB, whilst in the case of distributed scheduling each node (DeNB or RN) should have the CQI feedback of the next hop. For the two cases, each relay status corresponding to each UE-R (e.g., the relay buffer status, the average delivered throughput of relay access link corresponding to each UE-R, etc.) should be available to the DeNB.
3 Simulation and performance evaluation 
The simulation assumptions are outlined in the Annex.

For the purpose of comparison, the downlink performance with  a proportional fairness (PF) scheduler is evaluated here for conventional cellular systems and relay-enhanced cellular systems respectively. The downlink system performance is shown in terms of the normalized per-user throughput CDF in Figure 2 and fairness among users in Figure 3, and summarized in Table 1. Herein, the fairness index is computed as [6]:
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where 
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 is the number of active users, and 
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 is the average data rate of user
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It is observed that there is about a 4.15% increase in the cell-average user throughput provided by introducing relay nodes in comparison with the case of no relay with a proportional fairness scheduler. Furthermore, we can see from Figure 2 that the fairness of the relay-enhanced cellular system is improved from 0.8203 to 0.8519 in comparison with that of the conventional cellular system without RNs. We need to emphasis that, here we have not added enhanced technologies to improve the system performance, such as cooperative relay or frequency reuse, so the performance gain in this contribution may be less than the results provided in [4].
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Figure 2: The normalized user throughput comparison 
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Figure 3: Fairness index comparison
Table 1:  Performance Comparison
	
	w/o RN
	with RN

	Cell-average user throughput

(in bps/Hz/cell)
	1.905
	1.984 (+4.15%)

	Fairness Index
	0.8203
	0. 8519


4 Conclusions
In this contribution, we provide an evaluation method for the downlink performance of relay-enhanced cellular systems with a proportional fairness scheduler, to promote system level performance comparison for all proponents. Furthermore, system level simulation results, along with the detailed simulation assumptions, are provided based on the given evaluation method.
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6 Annex
6.1 Simulation assumption


For the above-mentioned evaluation method for the relay-enhanced cellular system with consideration of proportional fairness scheduler, the simulation assumptions are specified in Table 2.

Table 2: Simulation assumptions
	Parameter
	Value

	Cellular layout
	Hexagonal layout with wrap around, 7 eNodeBs, 3 cells per eNodeB

	System bandwidth
	5 MHz, downlink

	ISD
	500 m (Case 1)

	eNodeB Tx power
	46 dBm

	RN Tx power
	30 dBm

	RN positioning
	2/3 radius

	Number of RNs per cell
	2

	Number of UE per sector
	10 UEs per sector

	Scheduler algorithm
	proportional fairness scheduler 

	Traffic model
	Full buffer 

	Latency time scale
	150TTI

	Downlink HARQ
	Asynchronous HARQ with CC, Maximum three retransmissions, and hop-by-hop HARQ in relay network

	Channel
	SCM urban macro high spread for 3GPP case 1

	eNodeB antenna
	1  Tx antenna 

	RN antenna
	1 Tx antenna and 2 Rx antennas 

	UE antenna
	2 Rx antennas 

	Antenna configuration
	eNodeB antenna pattern: 

      14dBi antenna gain, sectorized 
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RN antenna pattern:

      Relay-UE link:  

             5dBi antenna gain, Omni,  
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      Macro-Relay link:

             7dBi, directional 
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UE antenna pattern: Omni

	Downlink receiver type
	MRC

	Path-loss model
	Macro to UE
	L=Prob(R)PLLOS(R)+ [1-Prob(R)]PLNLOS(R)，For 2GHz, R in km. 

Penetration loss 20dB 

PLLOS(R)=100.7+23.5log10(R) 
PLNLOS(R)= 128.1+37.6log10(R) 

Where Prob(R)=0

	
	Macro to Relay
	L=Prob(R)PLLOS(R)+ [1-Prob(R)]PLNLOS(R)-B，For 2GHz, R in km, where  
PLLOS(R)=100.7+23.5log10(R) 
PLNLOS(R)= 125.2+36.3log10(R)
  
Prob(R) based on ITU models: 

ISD 0.5 km: Prob(R)=min(0.018/R,1)*(1-exp(-R/0.063))+exp(-R/0.063) 
ISD 1.73 km: Prob(R)=exp(-(R-0.01)/1.0) 
where Bonus for donor macro is set to 5dB

	
	Relay to UE
	L=Prob(R) PLLOS(R)+[1-Prob(R)]PLNLOS(R)，For 2GHz, R in km, where 

PLLOS(R)=103.8+20.9log10(R) 
PLNLOS(R)=145.4+37.5log10(R)
Case 1: Prob(R)=0.5-min(0.5,5exp(-0.156/R))+min(0.5,5exp(-R/0.03)) 
Case 3: Prob(R)=0.5-min(0.5,3exp(-0.3/R))+min(0.5,3exp(-R/0.095)) 

	Channel estimation error
	None

	Control Channel overhead, Acknowledgements etc.
	LTE: L=3 symbols for DL CCHs, overhead for demodulation reference signals






















































































































































































































































































































































































































































































































































































































































































































































- 5 -


_1314981239.unknown

_1314982704.unknown

_1315057956.unknown

_1315569258.unknown

_1315571039.unknown

_1315571080.unknown

_1315571500.unknown

_1315571062.unknown

_1315569307.unknown

_1315218648.vsd
�

RNk


eNB


allocate  resource for direct link and backhaul link over bandwidth B0


allocate resource for access link over bandwidth BK



_1315569243.unknown

_1315057997.unknown

_1315058032.unknown

_1315057978.unknown

_1315029292.unknown

_1315029372.unknown

_1315029380.unknown

_1315029311.unknown

_1314985252.unknown

_1314985293.unknown

_1314987048.unknown

_1314993236.unknown

_1314986633.unknown

_1314985277.unknown

_1314982744.unknown

_1314981467.unknown

_1314982633.unknown

_1314982653.unknown

_1314981763.unknown

_1314982394.unknown

_1314981726.unknown

_1314981416.unknown

_1314981451.unknown

_1314981407.unknown

_1314810132.unknown

_1314981169.unknown

_1314981193.unknown

_1314981227.unknown

_1314981147.unknown

_1314980263.unknown

_1314810113.unknown

_1314810129.unknown

_1314810131.unknown

_1314810130.unknown

_1314810121.unknown

_1314810128.unknown

_1314810120.unknown

_1314632644.unknown

_1314810105.unknown

_1314810112.unknown

_1314633060.unknown

_1314810089.unknown

_1314452486.unknown

_1314632568.unknown

_1311746766.unknown

_1314452485.unknown

_1311746728.unknown

_1311746716.unknown

