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1 Introduction

Transmit beamforming/precoding with limited feedback has been studied extensively and demonstrates signiﬁcant performance gain in single user (SU)-MIMO. In general, a beamforming/precoding codebook needs to be designed and maintained at both transmitter and receiver to facilitate the operation of limited feedback transmit beamforming/precoding, where the codebook is simply a collection of candidate beamforming vectors/precoding matrices. 
It has been realized that codebooks should be designed to match the underlying channel characteristics. For example, for i.i.d. Rayleigh fading channels, Grassmannian line/subspace packing (GLP/GSP) based codebook is shown to achieve near optimal performance. However, those GLP/GSP codebooks do not perform so well under correlated fading channels. 
Because of its simplicity, an all-weather codebook is desired which performs well in different fading scenarios for different antenna spacing and antenna patterns. Other attractive features, such as constant modulus, ﬁnite alphabet, and nested property, are also desired for different reasons. This altogether makes the codebook design task not easy. As a direct result, the current LTE Release 8 codebook designs are a compromise of many factors. 

It has been shown in [1] that more feedback bits would be needed for LTE-A in general. A larger codebook naturally means higher feedback overhead and more computation complexity. However, a major problem is the codebook design itself. Adaptive codebook designs in [1] demonstrate that, by adapting the short-term codewords with long term channel info, it is possible to improve the overall feedback accuracy and/or reduce the overall feedback overhead. In particular with adaptive codebooks, MU-MIMO sees significant performance enhancement opportunity than. Adaptive codebook designs are discussed in this contribution, however, from a different perspective though.
2 Adaptive Codebook: A New Perspective
2.1 Adaptive Codebook: Existing Results
A major assumption in traditional codebook designs is that a ﬁxed, universal codebook would be used. This is preferred because of its simplicity. However, it also comes with high design complexity especially for large codebooks. As an alternative, a variable codebooks adapted to the underlying channel characteristics can be used. The broad idea is to select a ﬁxed baseline codebook, which can be based on a conventional design, and then let the actual codebook be a transformed version of this baseline codebook. The transformation may be determined by the spatial channel correlation. Let us ﬁrst look at a rank-1 SU-MIMO beamforming example
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where H is the channel matrix of size NrxNt, 
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 is a unit norm beamformer of size Ntx1 selected from a pre-deﬁned codebook  
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, s is the scalar information symbol, and n is the additive white Gaussian noise. Here Nt is the number of transmit antennas, Nr is the number of receive antennas, and 
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is a collection of N unit-norm candidate beamforming vectors each of size Ntx1. Without loss of generally, let H be zero mean and 
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 be the transmitter side channel correlation matrix. It is assumed that this long term channel info R is available to both transmitter and receiver. This can be achieved either via uplink feedback, or through channel correlation reciprocity [2].
The adaptive codebook works by changing the quantization codebook based on the long-term channel info R as follows
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where the vector normalization operation is skipped here for illustration purpose. It is noted that transformation 
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may take many different forms. In general, 
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is a function of the channel correlation matrix that is able to represent at least part of the long-term channel eigenspace. We leave the exact definition of 
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as a future task. See [1] for more details. 
The channel H is then quantized using the adapted codebook 
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 instead of the baseline codebook 
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. In particular, given the N codewords in 
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, the new quantization is done according to 
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 while the resulted index i is further sent back to the transmitter.
2.2 Adaptive Codebook and Adaptive Feedback
To shed light on this new perspective, we start from the standard quantization of a correlated channel using a baseline codebook. Rank-1 transmission is used to illustrate the perspective, while extensions to higher rank transmission may be done in a similar manner. As illustrated in Figure 1 (a), the quantizer actually takes two inputs: one is the channel H to be quantized and the other is the codebook 
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. Output of the quantizer using a baseline codebook (a) may be expressed as
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Here for illustration purpose, we assume that the baseline codebook 
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is designed using the GLP principle, which is optimal for i.i.d. Rayleigh fading channels. It is noted that standard quantization using such a GLP baseline codebook does not work well for the underlying correlated channels H. 

The adaptive codebook may be illustrated in Figure 1 (b), where the same quantization operation is applied with codebook adapted according to (2). The output of the quantizer using an adaptive codebook (b) may be expressed now as
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It is noted that in Figure 1 (b), the adapted codebook matches with H, the channel to be quantized, in the sense that the codebook and the channel share approximately the same first and second order moments. See [3] for details. In the following such a codebook is known as a matching codebook.
An equivalent interpretation of Figure 1 (b) is illustrated in Figure 1 (c). Essentially, the channel H to be quantized becomes the transformed channel 
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and the codebook is a moment-matching codebook to the channel to be quantized,
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. See Appendix for more details on the moment-matching codebook concept. 

Figure 1 (c) may be viewed as one way of implementing the adaptive codebook. In other words, instead of quantizing the correlated channel directly, adaptive codebook tries to quantize the correlated channel in its long-term channel eigenspace. 
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Figure 1. Illustration of the quantization operations for adaptive codebook. 
It is further realized that the block operation within the dashed box in Figure 1 (c) is simply quantization of the transformed channel 
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using a codebook based feedback approach. Naturally, the transformed channel 
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may be fed back using other approaches, such as non-codebook based feedback as illustrated in Figure 1 (d). 

Whether it is codebook based feedback in Figure 1 (c) or non-codebook based feedback as in Figure 1 (d), the necessary step would be to form 
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at the receiver side while applying further quantization processing afterwards. For this reason, adaptive codebook may be viewed as adaptive feedback. 
3 CONCLUSION 

Excellent performance has been promised by adaptive book designs recently [1]. The idea of adaptive codebook from a new perspective is re-examined and shown to be equivalent to adaptive feedback in general. Considering the exceptional performance of adaptive codebooks especially under correlated fading channels (e.g. ULA 0.5\lambda) [1], it is proposed that the adaptive feedback be introduced, fully discussed and accepted in LTE-A.   
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Appendix: Moment-matching codebook

This appendix illustrates the idea of the moment-matching codebook. A simple MISO case is used for illustration. 

Let g be the Nt * 1 i.i.d. zero mean circular Gaussian channel matrix and let {wi}i=1 N be the N codewords constructed from the Grassmannian line packing criterion. It has been shown [4] that the GLP codebook {wi}i=1 N is the optimal codebook for quantizing the i.i.d. Rayleigh g. 

The channel to be quantized is a random vector and thus it has a first-order moment and a second order moment. For the i.i.d. Rayleigh channel g, we have the first order channel moment 0 and second order channel moment as the identity matrix, i.e. E [g] = 0 and E[gg’]= I.

The codebook {wi}i=1 N is basically a deterministic group of vectors. However, it may be viewed as a random vector with each vector having the same probability of being selected. (If some codeword has a higher chance of being selected than some other codeword, then we may say that the codebook is not designed optimally.) In this sense, we can also define a first order moment and a second order moment for the “random” codebook. For the GLP codebook {wi}i=1 N , we have the first order moment 0 and second order codebook moment identity matrix, i.e., 
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[5].

Conceptually,  the “random” codebook {wi}i=1 N as a finite representation of the random channel g, should have at least the first order and second order moments match to each other. This can be viewed as a necessary condition to see if a codebook is optimal for a certain distributed random channel. 

Adaptive codebook is also a moment-matching codebook. See [3] for more details. 

On the contrary, use of a GLP codebook for a correlated channel can be easily shown to not optimal since the moment-matching property is not satisfied. 
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