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1
Introduction
Coodinated Multi-Point Transmission (CoMP) is considered to be an important technique for achieving the performance requirements of LTE-Advanced [6]. In this context, a procedure for transmit power and beam coordination between interfering eNBs is described in [2]. This procedure can be used over the backhaul if a reliable and fast X2 interface is available. Alternatively, for cases where an X2 interface may not be available or for cases where the X2 interface latency may be unpredictable or excessive, the coordination can be carried out over-the-air as described in [2]. Coordinated transmission between interfering HeNBs is particularly important in heterogeneous deployments, where different HeNBs have very different transmit powers or support Closed Subscriber Groups [1,3]. Moreover, only a few UEs will typically be associated with a single Home HeNB (HeNB) – this allows for only a limited amount of statistical multiplexing to ensure that resources negotiated on a slow time scale between neighbouring cells are fully utilized. 

In this contribution, we present some simulation results characterizing user performance for a HeNB deployment. We restrict ourselves to Cooperative Silencing (CS) or transmit power coordination in these simulations; we do not consider coordination of spatial beams. In this case, the Channel Direction Information (CDI) contained in the Spatial Feedback Information (SFI) report described in [2] is not utilized by the receiving eNB; transmit power coordination will be based on utility metrics contained in the SFI report. Further performance improvements could be obtained by making use of the CDI information in the SFI report; these will be explored in future contributions. We compare the performance of the coordination scheme in [2] to schemes such as reuse one and static resource-partitioning to mitigate interference. We also show how an increase in the latency for transmission of these messages from one transmitter to another can degrade performance. We focus only on the downlink in this contribution. 
2
System Model
2.1
Deployment and Channel Model 
We consider a 5x5 cluster of apartments. Each apartment is populated with a HeNB with probability p. If an apartment is populated with a HeNB, a single UE is associated with it. Both the HeNB and the UE are dropped uniformly at random in the apartment. Path loss and lognormal shadowing are modelled, but not fast fading. More details about the deployment model can be found in [3]. For a given signal to interference and noise ratio, the resulting spectral efficiency is given by capacity curves obtained using [4].  Perfect rate prediction and rate granularity are assumed.  
2.2 Traffic Model

We use the traffic model in [5]. The traffic model is such that there can be at most one packet in the buffer at an HeNB that has to be transmitted to the associated UE. Once a packet completes transmission, the next packet arrives after a time interval equal to an exponentially distributed random variable, with a mean specified in Table 1. Note that this model ensures stability of the queues at each HeNB. 
2.3 SFI Transmission
Spatial Feedback Information (SFI) reports are sent by each HeNB to all other HeNBs in the cluster. Such reports may contain information about the buffer state (e.g., a function of queue length, packet delay, priority) and the SINR (with some nominal interference) on the link from the HeNB to its associated UE. As mentioned earlier, an SFI report would typically also contain CDI information; this information is ignored by the receiving eNB for the purposes of this contribution. On receiving such reports, a HeNB determines transmission attributes (e.g. power, sub-bands to use etc.) to its associated UE based on both the channel and buffer state corresponding to its own transmissions relative to the channel and buffer state contained in the received SFIs. In order to compute the transmission attributes, a HeNB may use information it can infer about the channel gain from it to a non-associated UE; such information can be obtained either using reference signals and associated measurement reports, through the contents of the SFI or an appropriate scaling of SFI power when sent over-the-air. The exchange of this information helps prioritize the different transmissions across the HeNB cluster, mitigate interference and achieve the desired tradeoff between QoS and efficiency. Resource allocation algorithms based on such information are outlined in Section 3. 

In this contribution, we model the delay from the transmission of a SFI from a HeNB to the time when such information is available at the other HeNBs which are the intended recipients of the SFI. Such a delay can be incurred when the SFIs are transmitted over the backhaul X2 interface, or to convey the desired information using over-the-air (OTA) signalling as described in [2].

3
Resource Allocation Algorithms
The following resource allocation schemes are studied in terms of their ability to efficiently mitigate interference while meeting QoS requirements:
1. Reuse One: Each HeNB transmits to its associated UE over the entire bandwidth if it has enough data in the buffer for that UE. In case the buffer has less data than that can be transmitted over the entire bandwidth, the HeNB randomly selects sub-bands to transmit on. 
2. Static Interference Mitigation: Each HeNB is statically allocated a sub-band to transmit on. The sub-band allocated to each HeNB is computed using a fast distributed and randomized graph colouring algorithm – such an algorithm ensures that each HeNB is allocated a sub-band distinct from that allocated to the dominant interferer (eNB) to its associated UE.
3. Spatial Feedback Information (SFI): During each sub-frame (1 ms), an HeNB sends an SFI (possibly through its associated UE in the OTA scheme) to interfering HeNBs in the cluster. The SFI contains the following information:
a. Priority: In this contribution, the delay since the packet arrival is used as the priority metric. Depending on the traffic types, other priority metrics can be used as well. Moreover, changing the priority metric can tune the system behaviour to anywhere between rate maximization to equal grade of service. 
b. Rate at Nominal Interference: Depending on the interference conditions at the associated UE, the serving HeNB computes a nominal interference which it desires to see when its packets have very high priority. The rate at nominal interference is the rate that the HeNB expects to see in the presence of nominal interference.  

c. Contended Resources: Depending on the amount of data the HeNB has to send to its associated UE, the HeNB may not contend for the entire frequency band. It contends for just enough spectral resources to empty its buffer – the sub-bands are chosen in the following order: first the preferred sub-band using the colouring scheme for static interference management is chosen, then the sub-bands chosen are ones that are not the preferred sub-bands for the dominant interferers to its associated UE (learnt over a slower time scale through backhaul messaging) or the UEs to which it is the dominant interferer, and finally the remaining sub-bands are chosen. However, since the packet sizes chosen for the study in this contribution are relatively large, this has a small impact on the results. 
d. Impact of Interference: The SFI message either contains or can be used to infer (using appropriate mesasurements) the degradation in the rate that the SFI-recipient HeNB causes to the HeNB that sent the SFI. 
If the SFIs are received by the HeNBs (SFI recipients) after a delay of K subframes, then at time t+K all SFIs transmitted at time t are resolved. Note that even though an HeNB has access to its own buffer state at current time t+K, it uses only its buffer state at time t to prioritize – this helps achieve consensus by ensuring that all contending HeNBs use the same information to determine their actions
.  However, the following two simple optimizations are made:

a. At time (t+K) an HeNB only transmits over enough resources which it can utilize even though it may have contended for more resources in the SFI it sent at time t. 

b. At time (t+K) an HeNB can use its preferred sub-band (based on the colouring algorithm) if its buffer is non-empty and it hears no SFIs at time t+K (sent at time t) contending for that sub-band. 
At time (t+K) each HeNB computes the metric given by delay*expected rate if it transmits at full power. Also, it estimates the loss in the same metric for other HeNBs if it transmits. The HeNB then makes a decision to transmit at full power (can be generalized to other power levels) only if the increase in its own metric is higher than the loss caused to the metric for other HeNBs that sent a SFI at time t.
 
The choice of the metric is such that is ensures both fairness and high spectral efficiency. Using packet delays helps achieve fairness, while the expected rate component tries to ensure high spectral efficiency. We would like to emphasize that many such metrics can be used in the SFI framework, thus resulting in different flavours of SFI algorithms. For example, the fairness component can alternatively be based on packet delays, queue length, or average rate in the past. 
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Numerical Results
The numerical results were generated using the System Model described above. The system parameters are summarized in the Table 1 below. 
Table 1: Simulation Parameters

	Parameter
	Value

	Bandwidth
	10MHz

	Apt Size
	10 m by 10 m

	Noise PSD
	-174 dBm/Hz

	Noise Figure
	5dB

	Max. HeNB power
	100 mW

	Num Tx Antennas
	2

	Num Rx Antennas
	2

	Shadowing Std. Deviation
	10 dB

	Shadowing Correlation Across Cells
	0.5

	Path Loss
	127 + 30log10R, R in km

	Max Demod SNR per antenna

	25 dB

	Mean Packet Inter-arrival Time (exponentially distributed)
	200 ms


We study SFI algorithms with constant delays of 8ms and 100 ms for exchange of SFI reports.
 Each simulation was run for a duration of 20 seconds. Simulations were run for 10%, 20%, 40%, and 70% HeNB penetrations (probability of having a HeNB cell in each apartment) – for 10% penetration, we discarded drops with 0 HeNB, while for higher penetrations, drops with less than 3 HeNBs were discarded – these account for less than 10%, 0.05%, and 1e-8% for 20%, 40%, and 70% penetration rates, respectively. 
Packet sizes were selected such that one packet could be served at Shannon capacity and 20dB SINR in (a) 30 ms, (b) 60 ms, and (c) 100 ms. These service times correspond to packet sizes of 244 KB, 488 KB, and 812 KB respectively. Varying this (nominal) service time varies the ratio of average service time to average inter-arrival time, thus modelling regimes ranging from more bursty traffic to more full-buffer scenarios. We illustrate the behaviour through a representative set of results in this section; results for more scenarios are contained in the Appendix. 
4.1 
Results for 20 percent penetration
We first show the results for 20% HeNB penetration. The trends for other penetration rates are similar, and are summarized in the next subsection. SFI:8ms refers to the SFI scheme with 8ms delay for SFI exchange, while SFI:100ms refers to the same scheme with 100 ms delay in SFI exchange between each pair of HeNBs. 
4.1.1 
Rate CDF
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Figure 1: User Rate CDF for 20% penetration, 244 KB packet
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Figure 2: User Rate CDF for 20% penetration, 488 KB packet
We compute the user rate as the total data transmitted by the user per unit time over the entire simulation. Figures 1 and 2 show the rate CDFs for two different packet sizes. For a lower packet size, reuse one and SFI:8ms perform well. In this regime, the packet sizes are small and hence, for a reuse one scheme, the high geometry users drain their packets fast. Since, the high geometry users can get a new packet only after an average waiting time of 200 ms, the low geometry users get ample opportunities to drain their packets. However, as the load is increased by increasing the packet size, reuse one performs worse than SFI:8ms because of high interference. Both the SFI:8ms and SFI:100ms schemes mitigate this interference for low geometry users via coordination between multiple transmissions across HeNBs. For very low geometry users, the rate offered by the SFI:8ms scheme is more than double of that offered by reuse one, while hardly sacrificing the rate seen by the good geometry users. 
The SFI:100 ms scheme performs worse than the SFI:8ms scheme for both low and high packet sizes because of the extra delay incurred in scheduling packets after they arrive at a user. This is made clear in the next set of results. 
4.1.2 

Delay CDF
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Figure 3: User Median Delay CDF for 20% penetration, 244 KB packet
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Figure 4: User Median Delay CDF for 20% penetration, 488 KB packet
Figures 3 and 4 show the CDFs of the median delay seen by packets at each user. A packet delay can be equivalently interpreted as perceived throughput defined as follows: the perceived throughput for a packet is the size of the packet divided by the total time it stays in the buffer until it is transmitted completely. 
For the lower packet size (244 KB), the traffic is more bursty and has a lower duty cycle – hence, the 100 ms delay incurred in exchange of SFIs leads to significant increase in median packet delays across all users. For the SFI:100 ms scheme, when a packet arrives in the buffer, most of the times it will incur a delay of more than 100 ms before it can access the medium. Also, this may lead to a HeNB to back-off in response to a SFI report from an HeNB even though the HeNB may no longer have any data in the buffer. For many users the median delay for the SFI:100 ms scheme is more than double of that offered by the SFI:8ms scheme. This is particularly severe since the SFI:100ms scheme has fewer arriving packets (as shown by the rate CDFs) and still, most of the packets incur a higher delay than those incurred by the (larger number of) packets for the SFI:8ms scheme. When the packet size is increased, spurious back-off to HeNBs with no data reduces, leading to a lesser impact in performance – both the increase in delay and loss in rate is less severe for the SFI:100ms scheme. This is especially true for lower geometry users which take much longer to drain a packet. 
4.2 

Varying HeNB Penetration Rates

Tables 2 and 3 show user rate and median delay percentiles for varying HeNB penetration rates and 244 KB packets.  We see that as the penetration rate increases, the performance of the reuse one scheme degrades significantly for the low geometry users – 10th percentile rate drops significantly and the 90th percentile median delay increases significantly. This degradation is much more severe than the SFI:8ms scheme. For 70% penetration, the 5th percentile throughput for reuse one is less than half of that for the SFI:8ms scheme, while the 95th percentile median delay is more than thrice. Note that the SFI schemes can be made even fairer by changing the priority function – it allows us the flexibility to decide how much we want to sacrifice the rate of high geometry users to increase the rate of low geometry users.  For example, a higher power of delay used in the priority metric can make the scheme work closer to equal grade of service. This may be useful for certain types of highly delay sensitive services. 
Similarly, the SFI:100 ms scheme performs worse than the SFI:8ms at all penetration rates. For example, at penetration rate of 20%, the 95th percentile rate for the SFI:8ms is 28% higher than that for the SFI:100ms scheme, while the corresponding 95th percentile delay for the SFI:100ms scheme is more than thrice that of the SFI:8ms scheme. 
Table 2: User Rate Percentiles for 244 KB Packet
	Penetration Rate
	5th Percentile Rate (Mbps)
	Median Rate (Mbps)
	95th Percentile Rate (Mbps)

	
	Reuse one
	SFI: 8ms
	SFI: 100ms
	Reuse one
	SFI: 8ms
	SFI: 100ms
	Reuse one
	SFI: 8ms
	SFI: 100ms

	10%
	6.39
	6.30
	4.78
	7.57
	7.50
	6.16
	9.26
	8.93
	7.96

	20%
	5.96
	6.27
	4.82
	7.65
	7.46
	5.72
	9.27
	8.84
	6.90

	40%
	2.36
	4.41
	3.28
	6.86
	6.83
	5.17
	8.66
	8.22
	6.37

	70%
	1.50
	3.33
	2.89
	6.01
	6.00
	4.87
	8.17
	7.54
	5.91


Table 3: User Median Delay Percentiles for 244 KB Packet
	Penetration Rate
	5th Percentile Median Delay (ms)
	Median of Median Delay (ms)
	95th Percentile Median Delay (ms)

	
	Reuse one
	SFI: 8ms
	SFI: 100ms
	Reuse one
	SFI: 8ms
	SFI: 100ms
	Reuse one
	SFI: 8ms
	SFI: 100ms

	10%
	27.00
	31.00
	54.00
	27.00
	33.00
	117.54
	40.92
	44.46
	135.92

	20%
	27.00
	33.00
	112.24
	29.50
	37.00
	127.00
	48.03
	52.09
	159.13

	40%
	27.00
	35.00
	128.00
	66.10
	64.11
	160.00
	313.05
	204.95
	512.36

	70%
	49.00
	37.84
	134.67
	89.09
	102.04
	179.63
	1140
	320.19
	487.00


The trends for 488 KB and 812  KB packets are similar – at low loads SFI:8ms outperforms the SFI:100 ms scheme significantly, while at high loads, SFI:8ms outperforms reuse one significantly. The detailed tables are shown in the Appendix. 
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Conclusions

The SFI8ms scheme outperforms the SFI:100ms and reuse one scheme in most regimes. In regimes where reuse one is efficient, SFI8ms scheme performs almost equally well. We can make the following two broad conclusions from the study: 

1. Enabling dynamic interference management and scheduling across HeNBs can help significantly improve system efficiency and ensure fairness – the fairness criterion can be changed to easily tune system behaviour. 
2. Reducing the latency incurred in the exchange of SFI reports for dynamic coordination can lead to significant performance benefits, especially when there are a large number of users, but each user has packets to send only for a small fraction of time. For example, even though a 20% HeNB penetration rate with packet size of 488 KB loads the network as much as 40% HeNB penetration with 244 KB packets, the benefit (e.g., increase in 10th percentile user rate) of reducing the SFI negotiation delay from 100 ms to 8 ms is much higher in the latter case. 
Based on these observations, we propose that RAN1 further investigate dynamic coordination techniques across interfering eNBs. Moreover, since low-latency coordination between interfering eNBs is seen to provide significant performance benefits, investigation of fast coordination schemes (over X2 or over-the-air) is worth pursuing. 

We also propose studying the effect of increased delays on TCP dynamics – higher scheduling delays can cause TCP to time-out even when the congestion is low. Even if only a small fraction of a user’s packets see high delay, it can significantly affect performance. 
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Appendix: Results for More Cases

A.1 Rate and Delay Percentiles for 488 KB packet

Table 4: User Rate Percentiles for 488 KB Packet

	Penetration Rate
	5th Percentile Rate (Mbps)
	Median Rate (Mbps)
	95th Percentile Rate (Mbps)

	
	Reuse one
	SFI: 8ms
	SFI: 100ms
	Reuse one
	SFI: 8ms
	SFI: 100ms
	Reuse one
	SFI: 8ms
	SFI: 100ms

	10%
	9.37
	11.02
	8.07
	13.76
	13.66
	11.22
	16.50
	16.02
	13.3

	20%
	4.81
	7.55
	6.36
	12.04
	12.17
	9.58
	15.97
	15.15
	12.28

	40%
	1.24
	2.45
	2.34
	7.95
	8.12
	7.17
	13.62
	12.43
	10.15

	70%
	1.32
	2.61
	2.44
	7.07
	6.26
	5.86
	13.54
	11.22
	9.14


Table 5: User Median Delay Percentiles for 488 KB Packet
	Penetration Rate
	5th Percentile Median Delay (ms)
	Median of Median Delay (ms)
	95th Percentile Median Delay (ms)

	
	Reuse one
	SFI: 8ms
	SFI: 100ms
	Reuse one
	SFI: 8ms
	SFI: 100ms
	Reuse one
	SFI: 8ms
	SFI: 100ms

	10%
	54
	58
	104.00
	56
	63
	146.29
	131.11
	93.2
	196.28

	20%
	54
	62
	139.95
	86.08
	91.15
	179.65 
	589.29
	247.73
	377.9

	40%
	69
	100.3
	178.1
	266.7
	243.9
	321.4
	2964.1
	1365
	1553.8

	70%
	78.1
	112.8
	192.2
	345.8
	377.8
	418.9
	2957.7
	1365.3
	1349.4


A.2 Rate and Delay Percentiles for 812 KB packet

We show only results for 10% and 20% penetration – for a 812 KB packet, even at 20% penetration the resulting spectral efficiency for a user in low geometry is very low – thus the system is heavily loaded even at 20% penetration. Reuse one performance degrades significantly for low geometry users as compared to SFI:8ms for 20% penetration. Similarly, SFI:100ms schemes performs significantly worse for high geometry users compared to SFI:8ms at both 10% and 20% penetrations. 
Table 6: User Rate Percentiles for 812 KB Packet

	Penetration Rate
	5th Percentile Rate (Mbps)
	Median Rate (Mbps)
	95th Percentile Rate (Mbps)

	
	Reuse one
	SFI: 8ms
	SFI: 100ms
	Reuse one
	SFI: 8ms
	SFI: 100ms
	Reuse one
	SFI: 8ms
	SFI: 100ms

	10%
	9.72
	13.42
	10.67
	19.50
	19.16
	15.70
	23.33
	22.02
	19.27

	20%
	2.58
	5.61
	5.37
	13.8
	13.62
	11.43
	22.18
	21.41
	16.48


Table 7: User Median Delay Percentiles for 812 KB Packet
	Penetration Rate
	5th Percentile Median Delay (ms)
	Median of Median Delay (ms)
	95th Percentile Median Delay (ms)

	
	Reuse one
	SFI: 8ms
	SFI: 100ms
	Reuse one
	SFI: 8ms
	SFI: 100ms
	Reuse one
	SFI: 8ms
	SFI: 100ms

	10%
	90.00
	94.00
	140.00
	100.1
	110.07
	192.13
	456.9
	255.21
	366.87

	20%
	93.0
	106.0
	190.9
	277.2
	235.4
	338.1
	2374.9
	1115.5
	1041.5


A.3 User Rate CDFs
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Figure 5: User Rate CDF for 10% penetration, 244 KB packet
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Figure 6: User Rate CDF for 10% penetration, 488 KB packet
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Figure 7: User Rate CDF for 10% penetration, 812 KB packet
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Figure 8: User Rate CDF for 40% penetration, 244 KB packet
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Figure 9: User Rate CDF for 40% penetration, 488 KB packet
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Figure 10: User Rate CDF for 70% penetration, 244 KB packet

A.4 User Median Delay CDFs
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Figure 11: User Median Delay CDF for 10% penetration, 244 KB packet
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Figure 12: User Median Delay CDF for 10% penetration, 488 KB packet
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Figure 13: User Median Delay CDF for 10% penetration, 812 KB packet
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Figure 14: User Median Delay CDF for 40% penetration, 244 KB packet
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Figure 15: User Median Delay CDF for 40% penetration, 488 KB packet
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Figure 16: User Median Delay CDF for 70% penetration, 244 KB packet




















































� Lack of consensus can mean that different HeNBs react to different (partial) system states – this can lead to uncoordinated transmissions and hence, either low utilization of the spectral resources or high interference. 


� This computation is motivated by iterative algorithms which can be shown to stabilize queues and optimize delay performance; similar iterations can be designed to maximize utilities of average user rates as well. 


� The SINR at the demodulator is computed as follows: � EMBED Equation.DSMT4  ���


� In some scenarios, the SFI messages may be exchanged between HeNBs with variable delay, with variability both across HeNB pairs and over time – this may be especially true when the SFI reports are exchanged over the backhaul. In this case, in order to achieve consensus, one would expect the system performance to be driven by the maximum delay in a HeNB cluster.
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