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1. Introduction

This document is an update of R1 – 084448. A number of advanced features [3] are being considered to enhance the cell throughput and/or the cell – edge throughput of the E-UTRA, during the LTE – A study stage. This document presents some issues with coordinated multi – point reception, and how they can be overcame. Also, initial study of throughput enhancements through Macro-diversity (via cooperating receiver units) is shown. With coordinated multi – point reception (macro – diversity), received signals from multiple cooperating units are combined and processed at a single location (which may be different for different UEs). In different instances, cooperating units can be separate e-NodeBs, remote – radio units (RRUs), Relays etc. Main identified issue is that: coordinated multi – point reception requires coordinated multi – point synchronisation.

2. Enabling Coordinated Multi – Point Reception
2.1. Synchronisation Issues

Main problem which occurs in (OFDM – based) coordinated multi – point reception is: signal propagation delays, from the UE to different cooperating units, are typically different. This is shown in Figure 1.  
[image: image1.jpg]Prop. Delay
—0 Cooper. Unit 1
¢
A rb A

Cooper. Unit2

UE




Figure 1: Signal Propagation Delays at Cooperating Units are typically different
As common in any communication system, a proper receiver operation is conditioned on appropriate timing synchronisation with the transmitter. In order to enable coordinated multi – point reception, the UE should be simultaneously synchronised to both cooperating unit receivers. In certain cases, this would be practically impossible to achieve; for example, whenever |τ1–τ2| exceeds cyclic prefix duration. However, in most other cases, it is possible to achieve simultaneous synchronisation to different cooperating units.
As in any other OFDM – based system, the receiver timing can be regarded as a reference point for synchronisation. All UEs talking to the receiver should adjust their transmission timing so that their signals arrive approximately simultaneously (within CP tolerance) to the receiver. In Rel. 8, a timing advance (TA) commands are sent to the UE to compensate for the propagation delay in the channel, where the propagation delay is commonly understood to be the first arriving path. For example, in case of Figure 1, a TA command: advancement by τ1, could be transmitted to the UE, so that the CP removal absorbs all the trailing paths from the UE to the cooperating unit 1. In certain implementations of Rel. 10; however, the UE is expected to be heard by cooperating receivers at two different cooperating units, with different propagation delays, as shown in Figure 1. Consequently, TA commands ought to depend on propagation delays to all, or most of the, cooperating units. Subsequent section addresses several possibilities for achieving this. 
2.2. Achieving Network Synchronisation: First Option 
First option for achieving multi – point synchronisation is based on the concept of serving/primary cooperating unit. For instance, this can be a serving Rel. 10 e-NodeB. The non – serving (second) cooperating unit, which still participates in signal detection for the UE, measures the propagation delay τ2 from the UE to the itself (cooperating unit 2), as shown in Figure 2. Mechanisms for this are already existent in Rel. 8: including RACH, and the use of sounding reference signals (SRS). It is for FFS whether the UE should be asked to transmit Rach or SRS specifically to the second cooperating unit. Inferences f(τ2) on the propagation delay can be transmitted to the primary/serving cooperating unit 1. For example, this could be either quantization of the propagation delay τ2 or alternatively, even a TA suggestion from the stand – point of cooperating unit 2. The primary cooperating unit then processes all the needed information and decides on the TA command which is sent to the UE, as illustrated in Figure 2 below. 
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Figure 2: Timing Advance Command Computed at Cooperating Unit 1
Solution described in Figure 2 is perhaps more appropriate for the case where cooperating units are actual Rel 10. e-NodeBs. However, such functionality may also be built into some more advanced implementations of remote radio units. In general, a measurement based on signal time delay, could be defined by the measurement spec. The signal time delay is expected to be UE – specific. This measurement can be communicated either to the network or directly to another cooperating unit.         
2.3. Achieving Network Synchronisation: Second Option 
The second option for achieving network synchronisation is a “symmetric” option, shown in Figure 3. In Figure 3, Inferences f(τ1) and f(τ2) on the propagation delay are sent by cooperating units to a central location. The central location computes TA command and sends it to the UE. Note that the TA command can also be sent through a cooperating unit (or more of them).   
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Figure 3: TA Command Computed by the Network
3. System Evaluation
In general, when Macro-diversity is used in the UL, wherein signals are processed at a central location, system capacity can be extremely large. A portion of the network can be treated a single (but very large) MU – MIMO system, which becomes almost purely AWGN limited. However, with such approach, computational complexity could become very intensive, especially when more advanced receiver techniques are used.  
In this paper, we simulate throughput of a 19-site system wherein a matched filter receiver is deployed for combining signals across cellular sites and different cells. Effectively, SINRs of any given user at multiple cellular sited are combined. We also note that it is possible to further enhance the system throughput by deploying e.g. MMSE receiver [1]. Simulation results are shown in Figure 4.    
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Figure 4: Single vs. Multi – cell Receiver Processing: Full path loss compensation [left] and Partial path loss compensation [right]

Following UE power settings in the network have been examined: 
	System Configuration
	1
	2
	3
	4
	5

	% of UEs @ Pmax
	1%
	5%
	10%
	25%
	50%


Left side of Figure 4 shows throughput results under the full path loss compensation. As we observe from Figure 4 [left], the gain of macro-diversity SINR combining is mostly to enhance a cell – edge performance. For example, fixing a particular cell throughput to (0.77 b/s/Hz/cell), one cell processing provides about 0.15 b/s/Hz/cell for cell edge whereas multi-cell processing gives above 0.5 b/s/Hz/cell. Thus, cell – edge throughput can be substantially enhanced using macro-diversity. Similar conclusion can be reached from Figure 1 [right], which shows system throughputs with partial path loss compensation.        
4. Conclusion

Even with the use of simple SINR combining at a central processing location, the cell – edge throughput can be substantially enhanced. Depending on the operating point of cell – average throughput, this enhancement can be from few to several – folds. Furthermore, with the use of more advanced MIMO processing at the receiver, the extent of potential gains further improves. Therefore, we recommend more study of macro-diversity for the LTE – A stage. In order to enable macro – diversity reception, multi – point synchronization should be achieved.      

It is understood that coordinated multi – point reception will have little or no impact on radio – link specifications. However, while coordinated multi – point reception should be captured by specifications of higher – layers, the WG RAN1 group is still the one with expertise to define the contents of communication between NodeBs with respect to radio – link(s) coordination. This is because the content of this communication directly impacts the performance of PHY. Similar approach was assumed, for instance, for ICIC.   
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6. Simulation Assumptions

Table 1: System Simulation Assumptions

	Parameter
	Assumption

	Cellular Layout
	Hexagonal Grid; 19 NodeBs

Three Cells Per NodeB

	User Drop
	Uniformly Inside the Cell

	Minimum Distance Between UE and Tower
	35 m

	NodeB Antenna Bore Site 
	Towards Flat Side of the Cell

	Inter – Site Distance
	500 m or 1732 m

	Shadowing Standard Deviation
	8 dB

	Path Loss
	128.1 + 37.6log10(R) where R is in kilometers  

	Shadowing Standard Deviation
	8 dB

	Shadowing Correlation
	Between Cells 
	1.0

	
	Between NodeBs
	0.5

	Penetration Loss
	20 dB

	Antenna Pattern
	A = - min {12 (θ / θ3dB)2, 20dB}.

θ3dB = 70 degrees

	System Bandwidth
	2.5 MHz @ 2 GHz

	Numerology
	RB size
	24 Sub – Carriers 

	
	Number of RBs
	6

	Channel Model
	SCM – C 

	UE Velocity
	3kmh or 30kmh

	UE Power Class
	24dBm 

	Number of UE Antennas
	1

	Number of NodeB Antennas
	2

	Channel Estimation Penalty
	1dB

	UE Antenna Gain
	0dBi

	NodeB Antenna Gain
	14dBi

	Number of UEs per NodeB/Cell
	18/6

	HARQ Type
	Chase Combining

	Maximum Number of Retransmissions
	5

	HARQ Retransmission Delay
	5 TTI

	Traffic Model
	Full Buffer

	Scheduler 
	Proportional Fair

	Scheduling Delay 
	1 TTI

	Uplink Power Control
	Slow with 40 TTI Period

	MCS Set
	QPSK: {1/5, 1/4, 1/3, 1/2, 5/8} 

	
	16QAM: {1/3, 1/2, 5/8, 3/4}
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