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Discussion and Decision
1 Introduction
The mapping from CCE index of PDCCH to PUCCH index was addressed in several contributions for the RAN WG1 53 meeting in Kansas City. For instance, in [1,2, 3, 4] various proposals for the mapping were presented. These proposals all covered different ways of providing a mapping from CCE index of the associated PDCCH to the corresponding PUCCH index. In [1] it is proposed to use a block interleaving when mapping to the PUCCH indices, such that there is potential reduction of the PUCCH overhead in case the eNB decides to consistently use a PCFICH value lower than 3, while this scheme does not mandate an explicit compression of PUCCH resources. In [2] it is proposed to have a re-mapping based on wrap-around, such that multiple CCE indices ‘point’ to the same PUCCH resource. This will provide an inherent compression, but on the other hand put some restrictions on the PDCCH allocations (it should not be possible that two UE are scheduled using CCE indices pointing to the same PUCCH index. In [3] a scheme similar to the one in [2] is proposed with some differences in the mapping for PUCCH indexing when the CCE index exceeds the maximum amount of PUCCH indices reserved. Common to all of these proposals is the principle of implicit association between CCE index of the PDCCH and the PUCCH index.

Further, in [4] it is proposed to introduce a set of cell specific parameters, which will allow for compression of the PUCCH resources (by effectively implementing wrap-around as also suggested in [2] and [3], but now with explicit signalling of the compression ratios.

Common to all the referenced contribution is that they do the referencing of the first PUCCH index based on the first subframe in the bundling window. In this contribution we would like to address this issue, and point out why we would prefer that the last received subframe is used as reference instead. In addition, the explicit PUCCH compression scheme could be potentially considered to further improve the efficiency of UL resource usage while balancing the incurred restriction.
2 Discussion for Implicit CCE to PUCCH mapping
As pointed out above, it seems that most proposals for the PUCCH indexing are based on an underlying assumption that the PUCCH indexing is based on an ascending reference to increased subframes. If we consider the mapping to physical resources (shown in Figure 1), it is seen that in case we have configurations with more DL traffic than uplink traffic combined with extensive use of bundling, fragmentation of the PUCCH resources being used will happen, thus leaving a set of PUCCH resources within the area of control signaling. If the mapping scheme is reversed, such that the last possible subframe’s CCE index of a PDCCH in a bundle is used for indexing the first PUCCH resources, the Node B scheduler will have freedom to compress PUCCH resources by scheduling UEs in the latter subframes (thereby causing the UE to transmit the A/N signal on the outermost resources.
According to this principle, the PUCCH index corresponding to the PDSCH in the mth DL subframe in a bundling window is determined implicitly by
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is the number of CCEs in each DL subframe that have mapping to PUCCH resource, and M is the bundling window size which is shown in Table Table 10.1-1 in 36.213.  
To illustrate, consider TDD configuration 5, where 9 subframes are potentially being bundled for A/N signaling. In this case the Node B can schedule UEs in all the two latter subframes and thereby force them to use the outermost PUCCH resources. In this case 7/9 of the PUCCH indices will not be used at all, and the Node B can use these for scheduling of PUSCH payloads. This will provide a significant gain in UL throughput, as this case will have limited UL capacity.
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Figure 1 Illustration of the proposed mapping scheme, where it is possible to release some resources for UL transmission in case extensive use of AN bundling is used.
To analyze the outcome of this proposal, we have outlined some use cases which are discussed in the following

When Node B have a lot of different scheduled DL users with low volume traffic
This case will be handled by the Node B scheduler providing DL grants in all subframes for different UEs. This configuration will not get any compression gain, but will provide large flexibility in terms of scheduling freedom and control.
When have few users for scheduling with sufficient data

In this case, the Node B scheduler can decide to schedule a lot of users for bundling such that they have their last allocation in one of the last subframes. As the Node B scheduler is in full control of which resources to allocate, the control of which PUCCH resources are not in use will also be controlled by the Node B scheduler.

When a UE misses the last PDCCH

In this situation, the UE will transmit the ACK or NACK on a PRB, which is potentially given to another UE for PUSCH transmission. This will cause interference to the PUSCH user, but given the modulation and coding scheme selected for this user, the impact would most likely be small. The scheduler for the PUSCH can take such issues into account when providing the MCS to use for the UE.

3 Discussion for PUCCH compression

On top of the implicit CCE to PUCCH mapping discussed in section 2, explicit compression of PUCCH can be considered to further improve the PUCCH resource efficiency by putting some control on selection of CCE for DL grant transmission. The considered scheme is that dividing the CCEs in each DL subframe except the last DL subframe within the bundling window into two parts, let the first part map to PUCCH resource while let the second part unmapped. In this way, size of the reserved PUCCH can be reduced. DL grant for one UE will be sent using CCEs in the unmapping part if it is not the last DL grant, while last DL grant will be sent using CCEs in the mapping part. Then PUCCH efficiency is greatly improved by allocating only one PUCCH resource for each bundled AN. Another advantage is that some unnecessary AN transmission can be avoided since from the CCE position for DL grant UE can detect whether the last DL grant is missed or not, which is one of the potential error cases can not be handled by pure counter DAI.
Figure 2 is an example for illustration. Assuming N CCEs in total and M in the mapping part while N-M in the unmapping part, the value of M is configurable and should be signalled via higher layer.

With this compression method, the PUCCH index corresponding to the PDSCH in the mth DL subframe in a bundling window is determined implicitly by:
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Where 
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is the number of CCEs in the ith DL subframe in the bundle window which have mapping to PUCCH resource, and M is the bundling window size. The compression method here allows 
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 for i=0,1,…,M-2, thus reserved PUCCH can be greatly reduced. To reduce signalling overhead, same value can be set to 
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for i=0,1,..,M-2 just as shown in Figure 2. Then equation (1) can be seen as a special case of 
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Following listed some use cases.

When Node B have a lot of different scheduled DL users with low volume traffic
This case will be handled by the Node B scheduler providing DL grants in all subframes for different UEs and configure M=N. This configuration will not get any compression gain, but will provide large flexibility in terms of scheduling freedom and control.

When have few users for scheduling with sufficient data

In this case, the Node B scheduler can decide to schedule a lot of users for bundling, and M can be assigned a value smaller than N. NB send the last DL grant for one UE from the M CCEs in the mapping part, while send other DL grants in the (N-M) CCEs in the unmapping part. If no enough space in the unmapping part, NB can also send DL grants from CCEs in the mapping part. In such case the mapping principle described in section 2 helps to compress. Considering an extream example of bundling window equals to 4, and all UEs assigned 4 DL grants, in such a case, we set M=0 for the first 3 DL subframe, i.e, all CCEs belong to unmapping part, last DL grants for UEs only sent in CCEs in last DL subframe. The reserved PUCCH resource can be reduced to ¼ compared with the maximum reservation scheme.
When a UE misses the last PDCCH

If all DL grants except the last one are sent from the unmapping CCEs, UE can detect the missing of DL grant and DTX since no PUCCH resource are reserved for those CCEs from unmapping part.
4 Conclusion
Based on the discussions above, we propose that the CCE index is implicitly mapped to PUCCH index based on reverse order of the subframe indes within the bundling window in order to allow for Node B facilitated efficient use of UL resources. Furthermore, if further improvement of the PUCCH resources efficency by explicit compression is envisioned to be desirable and beneficial in RAN1, it is proposed to consider the compression scheme described in section 3, i.e. only part of CCEs per PDCCH will be reserved with PUCCH AN resource.
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Unmapping part





Figure 2 Example of PUCCH compression via CCCE division
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CCEs in the mapping part in the 4 DL subframe
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