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1 Introduction

In the RAN1#51b meeting, RAN1 made good progress on the PDSCH/PUSCH transport format signaling on the PDCCH and agreed on several aspects in [1]. Moreover, in the RAN1#52 meeting, RAN1 decided that three entries of the PDCCH transport format field are reserved for indicating the modulation (on downlink) or the redundancy version (on uplink) [2]. However, still the details of the transport format signaling need to be defined. Therefore, this contribution discusses some desired properties and provides a proposal for signaling the transport format by means of Transport Block Sizes indices (TBSi) based on a Transport Block Size superset approach similar to HSDPA and additional partitioning.

2 Desired properties of the transport format signaling 

2.1 Design criteria

In the following some basic design criteria for the transport format signaling are given – as partly already listed in the agreements in [1].

TBS granularity and MAC padding

In contrast to the first releases of HSDPA, in LTE the sizes of the RLC PDUs are of variable size. This means that padding on MAC level can be avoided in many cases, since the RLC PDU sizes can be aligned such that the MAC PDU almost exactly matches the TBS. However, in the following cases an alignment of the RLC PDU sizes by segmentation is not possible or not desirable:

· Real-time services, e.g. VoIP, where the RLC PDUs have certain fixed sizes and segmentation or concatenation is not desirable.

· End of packet calls, when the remaining bits of a packet call need to be transmitted.

· Small data sizes, e.g. TCP ACKs.
Real-time services typically operate with relatively small TBSs and, further, the padding at the end of packet calls does not cause extensive overhead since this effect occurs relatively infrequently. Therefore, we think that an average padding overhead of 2-4% for small TBSs and 5-6% for large TBSs is acceptable. It should be noted, that average padding overhead is defined as the average overhead for an arbitrary-sized (byte‑aligned) MAC PDU.
Efficient support for TBS signaling in retransmissions

As raised in the RV/NDI discussion, it is beneficial to provide the possibility to signal the TBS in retransmissions, e.g. due to a missed PDCCH along with the first transmission. For an efficient support of this feature, it is desired in a large number of cases to signal the TBS in retransmissions when the RB allocation size has changed compared to the previous/initial transmission. 

Alignment with QPP interleaver sizes

In order to avoid the insertion of filler bits an alignment of the TBSs to the QPP interleaver sizes is desired. 

Covering TBSs resulting from CQI feedback

In order to perform CQI testing, the defined MCS/TBS table should contain the TBSs being reported by the CQI feedback table. By this, the CQI testing can be performed based on BLER measurements measuring the BER fdsfsif the eNodeB exactly follows the CQI recommendation from the UE, which is a requirement from RAN4 [4]. According to the current status of the RAN1 CQI discussion for the non‑MIMO operation [3], the CQI values reported are assuming allocations of 2, 3, 4, 6 and 8 RBs for the frequency selective CQI feedback. For the wideband CQI feedback the system bandwidths defined by RAN4 needs to be tested.  In addition, depending on the definition of the set S, more RB allocation sizes may be required to be tested.

It should be noted that alternatively, the CQI testing could be performed by aligning the TBS superset only to the CQI reference reporting size of 4 PRBs. Larger allocations are then tested based on allocating 4 non-contiguous PRBs within the defined test allocation size. 

Support for important MAC PDU sizes

Important MAC PDU sizes, e.g. for VoIP, typical IP packet sizes or MAC/RLC control signaling, should be supported with zero or small padding overhead.

Total number of TBSs

In order to simplify the testing and the UE complexity, the total number of distinct TBSs should be limited.

Variation in MCS level ranges

For a given number of available REs per RB, the range of MCS levels, i.e. minimum and maximum spectral efficiency, for all RB allocations should be similar. 

Relation between UL and DL

For simplicity reasons the general methodology of the signaling schemes for UL and DL should be similar. However, depending on differences on important MAC PDU sizes and available values in the PDCCH transport format field the actually supported TBSs for UL and DL may be slightly different.

2.2 Other properties

Relation to UE categories

The soft-buffer limits, which are defined for the UE categories should be determined to match the resulting TBSs from the transport format signaling. Therefore, the final soft-buffer sizes for the UE categories should be adjusted the after the TBS table is fixed.

MIMO

In case of mapping a single TB across two MIMO layers (4 ( 4 MIMO), the resulting transport block size should be scaled by roughly a factor of two. Also, a zero TBS entry for the transport format signaling for PDCCH formats supporting transmissions of two codewords should be supported in order to efficiently support switching from rank 2 to rank 1. 
Definition of the TBS superset
In HSDPA, the entries of the TBS superset are defined by an exponential equation, which generates logarithmically spaced TBSs. This produces a constant relative padding overhead for all TBSs [5]. On the other hand, the TBS superset should not be specified by an equation because in this case we are concerned that different computation platforms may generate in different TBS values [6].  Therefore, we propose that the TBS superset is stored as the table in the eNodeB and in the UE. This also allows for fine‑tuning of the TBS superset, e.g. for important MAC PDU sizes.

3 Proposal

In our view, the desired properties in the previous section are best addressed by signaling a TBS index instead of signaling MCS levels. Therefore, we propose the following (similar to HSDPA):

· Definition of a TBS superset containing all possible TBS values for the maximum system bandwidth (100 RBs). For smaller system bandwidths, subsets of the superset are applicable

· For a given RB allocation size, selected TBSs values (TBS superset indices) of the TBS superset are available for signaling on the PDCCH

· The PDCCH contains a TBS index indicator, which defines the index of the TBS superset and, therefore, the TBS value

3.1 Generation and properties of the TBS superset

We propose the following methodology:

1. Generation of a TBS superset with logarithmically spaced ascending TBS entries assuming 120 REs/RB based on the desired lowest and largest MCS levels
=> minimum TBS is defined by the minimum RB allocation size (1 RB) and the lowest MCS level
=> maximum TBS is defined by the maximum RB allocation size (100 RBs) and the largest MCS level
=> the final size of the TBS superset depends on the actually defined indexing scheme for selecting the TBSs for signaling on the PDCCH

2. The TBS superset values are aligned to the QPP interleaver sizes at least for up to 6144 bits. An alignment for a larger number of bits is FFS.

3. Alignment of the TBS superset with the TBSs resulting from the CQI feedback. Details of the alignment are FFS.

3.2 Indexing of TBS superset values

The elements of the TBS superset are addressed by an TBS superset index n, which is defined as follows:


n = n0 (numRB)  + k ( iPDCCH 

with
numRB

denoting  the RB allocation size
n0 (numRB) 
denoting an RB allocation size specific offset
iPDCCH 

denoting the TBS index indicator on the PDCCH (0, …, 28)
The value k partitions the TBS superset into k subsets and n0 (numRB) selects – besides an RB allocation size specific offset – a certain subset. The definition of multiple subsets increase the TBS superset size by a factor of k, which in turn increases the TBS granularity and allows for reducing the MAC padding. 
Applying e.g. k = 2 results into 2 TBS subsets with subset 1 addressing all even TBS superset indices (2n) and subset 2 addressing all odd TBS superset indices (2n + 1).

Indexing in case of small RB allocation sizes

In case the RB allocation size is below a certain threshold, the subsets are selected alternating depending on the RB allocation size numRB, e.g. for numRB even subset 1 is selected and for numRB odd subset 2 is selected. This reduces the MAC padding by a factor k (e.g. 2) compared to the case of selecting consecutive TBS superset indices for small RB allocations.
Indexing in case of large RB allocation sizes

In case the RB allocation size is above a certain threshold, the allocations are in most cases performed by “allocation type 0” with a granularity of P (resource block group size), where P can take values of 1,2,3 or 4 depending on the system bandwidth. Hence, the transport format signaling should be optimized for this allocation type. Therefore, we propose that for large RB allocations of m ( P, the TBSs are selected from the same subset. Assuming that retransmissions will typically also be performed with “allocation type 0”, this allows for indicating the TBSs in retransmissions in a simple and efficient way when changing the RB allocation size, e.g. in case at the instant of the retransmission other higher priority UEs need to be scheduled and the RB allocation size for the retransmission needs to be reduced.

In order to efficiently support certain important MAC PDUs, e.g. for VoIP, the relevant TBS entries in the TBS superset may be duplicated in order to make these available to all subsets, i.e. RB allocation sizes. 

The support for the definition of different MCS levels with the same spectral efficiency is FFS.

3.3 Numerical example

This section shows an example for defining the TBS superset and the related indexing scheme for the assumptions provided in Table 1. Figure 1 shows the resulting TBS superset and the mapping of the subsets to the RB allocation sizes. The benefit of defining two subsets is that the TBS superset size is doubled to 140 values compared to the case without defining subsets (see Figure A1 in Annex).

Therefore, for small RB allocation sizes, the MAC padding overhead can be reduced by 52 % when allowing some flexibility in the RB allocation size. For the given numerology the average padding overhead for small RB allocations is reduced from 5.8 % to 2.8 %. More details on the MAC padding overhead are shown in Figure A2 in the Annex.

For large RB allocation sizes, the same subset is mapped to all RB allocation sizes, which can be addresses by “allocation type 0”. This allows for a maximal overlap of TBSs when intending to signal the TBS in retransmissions for changed RB allocation sizes. In case of using “allocation type 2” (with PDCCH format 1A), the MAC padding can be reduced in a similar way as for small RB allocation sizes, i.e. by varying the RB allocation size. The example shows, that using the subset approach with a 5 bit transport format field on the PDCCH, the acceptable average MAC padding overhead – as stated in section 2 – is satisfied.

Table 1. TBS superset and indexing assumptions
	Parameter
	Assumption/Value

	System bandwidth
	20 MHz (100 RBs)

	PDCCH transport format values
	29 (5 bits with 3 entries reserved for modulation schemes)

	REs per RB
	120 (3 OFDM symbols for control, 2 TX antennas, normal CP)

	Minimum MCS level
	QPSK rate 1/8

	Maximum MCS level
	64-QAM rate 9/10

	TBS granularity
	TBSs values log-spaced (as in HSDPA)

	QPP alignment
	Not considered

	CQI alignment
	Not considered

	Important MAC PDU alignment
	Not considered

	Number of subsets (k)
	2
Subset 1: Even TBS superset indices 2n
Subset 2: Odd TBS superset indices 2n + 1

	Alignment of subsets to RB allocation sizes
	RB allocation sizes <= 50 RBs:

Subsets are addressed in alternating fashion for even/odd RB allocation sizes

RB allocation sizes > 50 RBs:

Subset 1 is addressed for allocation sizes of multiples of 4 (typically “allocation type 0”).

Subset 2 is addressed by all other RB allocation sizes
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TBS table (TBS superset with 140 values)

Subset 1: TBSs (29 MCS levels)

Subset 2: TBSs (29 MCS levels)

Min MCS level (QPSK, r = 0.125)

Max MCS level (64-QAM, r = 0.9)

TBS superset - subset 1 (70 values)

TBS superset - subset 2 (70 values)


Figure 1 – TBS superset and subset to RB allocation size mapping

4 Conclusion

In this contribution we discuss the transport format signaling on the PDCCH. We propose the following:

· Keep the decision to have 5 bits of transport format signaling on the PDCCH

· Signaling of the transport format by means of a Transport Block Size indicator

· Definition of a TBS superset containing all possible TBS values for the maximum system bandwidth (100 RBs). For smaller system bandwidths, subsets of the superset are applicable

· For a given RB allocation size, selected TBSs values (TBS superset indices) of the TBS superset are available for signaling on the PDCCH

· The TBS superset is partitioned in two subsets and, for a given RB allocation size, the available TBS values are selected from a single subset
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Subset 1: TBSs (29 MCS levels)

Subset 2: TBSs (29 MCS levels)

Min MCS level (QPSK, r = 0.125)

Max MCS level (64-QAM, r = 0.9)

TBS superset (70 values)


Figure A1 – TBS superset without subset definition
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Figure A2 – Average MAC padding overhead w/o subsets (left) and with 2 subsets (right)
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