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1. Introduction
During RAN#38 and RAN1#51bis, the relationship between the synchronised E-DCH study item and the performance of multi-user type uplink receiver algorithms has been discussed and a desire for a comparison between interference cancellation techniques and S-EDCH expressed. This document provides a discussion on Parallel Interference Cancellation (PIC) relationship with Synchronous-EDCH.
2. Simulation environment
Multi-user detection algorithms are outlined in the Annex. Typical Parallel Interference Cancellation results are given as indicative of such algorithms in general.

The simulations have been performed in accordance with the simulation assumptions used in the TR for evaluation of synchronised E-DCH; they are repeated below for reference.

	Parameter
	Value

	E-DPDCH TTI
	2msec

	Power control error rate
	0%

	E-DPCCH detection error rate
	0%

	Maximum number of transmissions
	4

	Spreading Factor
	8

	Transport block size
	612

	DPCCH SIR
	Various, to achieve a range of HARQ throughput levels

	Outer loop power control
	None

	Power control delay
	2 slots

	Receiver
	RAKE

	Modulation for E-DPDCH
	2*BPSK

	PIC type
	Rawbit based

	Number of receive antennas
	2

	Channel estimation
	Realistic

	Number of users
	Variable

	Channel Delay Profile
	PA, TU6

	PIC iterations
	2, 3

	Speed
	3 kmph


Table 1 Simulation assumptions
3. Simulation results comparing S-EDCH/PIC and HSUPA/PIC
The synchronized E-DCH enables a reduction in intra-cell interference by means of orthogonality between the main receive paths. No additional receiver processing is required for S-EDCH compared with traditional HSUPA, although the scheduler needs to manage base codes within the OVSF code tree. Synchronised E-DCH gain increases with decreasing time dispersion of the channel.

Interference cancellation techniques involve a significantly larger amount of receiver processing, and at the cost of such processing can increase the capacity gain in dispersive channels.

It is, of course possible to apply interference cancellation in addition to S-EDCH. The figures below show a comparison of link level performance of PIC with and without OVSF separation.
“Iterations” refers to the number of times that the RAKE receiver is operated. Hence 1 iteration is a single user RAKE receiver; 2 iterations refers to a RAKE receiver, a PIC cancellation stage and then a further RAKE receiver and so on.
The following can be observed:

· For the TU6 Channel:

· PIC brings additive gains to S-EDCH

· HSUPA with 1 stage PIC offers similar performance to S-EDCH

· With an equivalent number of stages, S-EDCH combined with PIC offers superior performance to HSUPA combined with PIC

· For both HSUPA and S-EDCH, most of the gain from PIC is obtained after 2 stages

· For the PA3 channel

· PIC does not bring a significant advantage to S-EDCH

· S-EDCH performance is always better than HSUPA & PIC
· PIC gains are observable at a HARQ operating point of 10-30% and reduce at lower HARQ operating points


[image: image1]
Figure 1 HSUPA & S-EDCH PIC performance (TU6 channel)


[image: image2]
Figure 2 HSUPA & S-EDCH PIC performance (PA3 channel)
4. Conclusion
In this contribution base station Parallel Interference Cancellation for the Uplink was considered in relation to the synchronised E-DCH. 
In a multipath rich channel, interference cancellation can bring performance improvements to both traditional HSUPA and S-EDCH. However S-EDCH allows for an equivalent performance to HSUPA to be achieved with fewer PIC stages and hence lower receive complexity. Alternatively, S-EDCH and PIC outperforms HSUPA and PIC when the receiver complexity is equivalent.

In a low dispersion channel, PIC does not bring much advantage to S-EDCH, however S-EDCH outperforms HSUPA+PIC.

Hence advanced multiuser receivers and S-EDCH can be seen as complimentary technologies whose performance advantages and disadvantages trade off differently depending on the radio environment.

It is proposed to capture these results in the Synchronised E-DCH technical report

5.
Text proposal for 25.823
------------------------------------------ Start of text proposal ------------------------------------------
6.1.3 Link level performance considering interference cancellation

In principle, synchronised E-DCH operates with the same receiver algorithm type as Release 7 WCDMA. The previous simulation results indicate the performance of synchronise E-DCH with an LMMSE single user receiver. This section indicates the performance relationship between synchronised E-DCH, HSUPA and parallel interference cancellation.

The simulation results presented in figures 6.1.3-1 and 6.1.3-2 indicate performance including PIC in TU6 and PA3 channels with spreading factor 8 and softbit reconstruction based parallel interference cancellation. All other simulation assumptions conform to section 6.1.1.
In the figures “1 iteration” refers to the case of a single user RAKE receiver, “2 iterations” to a RAKE receiver, an interference cancellation stage and then a further receiver and “3 iterations” to 2 interference cancellation stages. The following observations are made:

· For the TU6 Channel:

· PIC brings additive gains to S-EDCH

· HSUPA with 1 stage PIC offers similar performance to S-EDCH

· With an equivalent number of stages, S-EDCH combined with PIC offers superior performance to HSUPA combined with PIC

· For both HSUPA and S-EDCH, most of the gain from PIC is obtained after 2 stages

· For the PA3 channel

· PIC does not bring a significant advantage to S-EDCH

· S-EDCH performance is always better than HSUPA & PIC

[image: image3]
Figure 6.1.3-1 HSUPA & S-EDCH PIC performance (TU6 channel)


[image: image4]
Figure 6.1.3-2 HSUPA & S-EDCH PIC performance (PA3 channel)
------------------------------------------ End of text proposal ------------------------------------------

Annex – Multiuser detection algorithms
The use of Multi User Detection (MUD) within a base station receiver is an implementation feature for FDD 3GPP WCDMA. The expectation is that the use of MUD in the uplink will support increased traffic. MUD assessment might be made, in terms of performance, complexity (in terms of arithmetic operations required) and suitability for use in a WCDMA base station receiver. Three main MUD options are available, and might be referred to as (i) Linear MUD (ii) Successive Interference Cancellation (SIC), and, (iii) Parallel Interference Cancellation (PIC).

A.1 OVSF and Scrambling Background

The diagram below depicts the generation of the Release 7 WCDMA uplink modulated signal, through application of OVSF codes and Scrambling Codes.
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Figure 3 WCDMA UPLINK modulation

In the HSUPA uplink, at least three parallel OVSF codes exist – the E-DPDCH containing user data, and DPCCH and E-DPCCH containing control information. It is worth noting that discontinuous transmission can occur for the E-DPDCH & E-DPCCH, whereas control information is continuously transmitted on the DPCCH (apart from CPC).

The relationship between the data and control information rate and the (fixed) system chip rate is maintained through the use of Spreading Factors (SFs) and associated OVSF codes. For example the frame data rate might be chosen as 240kbps, whilst the associated frame control information rate might be 15kbps – thus choice of a data OVSF code which has a SF of 16 and a control information OVSF code which has a SF of 256 results in each, parallel, stream having an output chip rate of 3840 chips per sec ( i.e. =  60*64  =  15*256). In general the spreading factor for the E-DPDCH will differ from that of the control information codes. The process of multiplying with an OVSF code is referred to as channelization (and the output of the process often referred to as the data or control channel).

After applying the OVSF codes, complex scrambling is carried out. When using a RAKE receiver, scrambling codes are generated by segmenting Gold codes (with very long repeat times) into lengths of 38400 chips (i.e. for use over whole frame lengths) – thus each bit will be scrambled with a different chip sequence. For possible MUD implementations the standards already cater for shorter spreading sequences (Kasami) that are 256 chips in length when initially generated. For Linear-MUD implementation, using Matched Filtering, in general, THE SAME complex chip sequence is required for multiplication with every bit of data/control information. 

In the uplink Scrambling codes (assigned by the base station) are unique to every mobile and OVSF codes are unique to every channel (data or control). With no cell coordination, it is possible that the same scrambling code is assigned in adjacent cells. Closed loop power control is used to keep the Signal to Interference ratio the same for each user in a cell.

A.2 Linear MUD

Linear receivers make the assumption that channel effects might be modelled as a linear combining of received data over a certain time period. This assumption allows for linear processing of all single user receiver outputs in a joint manner, which leads to the concept of linear MUD, i.e. the output of the MUD processor is a linear function (combination) of its (multi user) input values. Linear MUD processing is carried out to reduce Multi Access Interference (i.e. interference to one user caused by all other users). The Uplink Transmission/MUD Receiver Block Diagram might be drawn, as in Figure 4.
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Figure 4 Block Diagram of  K-User Synchronous CDMA Uplink Transmission/Linear MUD

Where (when using a Matched Filter/Correlator MUD algorithm) the required output (user bits) matrix, 
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Equation 1
And;
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is the correlation matrix (between user signatures)
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are the User bits (from the Single User Detection stages – a bank of matched filters) input to the MUD processing block (e.g. z0 represents bits pertaining to user 0), as seen from Figure 4.
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is the inverse of the user signature correlation matrix. 

Although this Matched Filter/Correlator approach does eliminate Multi Access Interference, it also alters the noise characteristics of the system – typically changing AWGN to coloured noise.

Alternative approaches can be implemented – one of which would be to replace the Matched Filter/Correlator MUD algorithm with an algorithm that minimises the Mean Square Error Between the Single User outputs and the desired symbol response. However the performance improvement thus obtained (over the Matched Filter.Correlator MUD algorithm) is small compared to the complexity involved in regular inversion of a matrix whose terms depend on the current SINR and channel conditions.

Polynomial Expansion (PE) techniques might be used in place of matrix inversion, in order to reduce the complexity of Linear MUD, when the number of users becomes relatively large 

 Linear MUD  concepts can result in, what appears at first sight to be, a “Simple” Algorithm implementation, for example (and based on the preceeding sections);
1) Perform Matched Filtering/Correlation of the Received Signal

2) Multiply the Correlation outputs by the inverse of the signature correlation matrix, i.e. multiply by R-1
3) Take the sign of the product as the output.

The size of the Matrix R is directly proportional to the number of users (if multipath combining is done prior to MUD processing, if it is done after MUD processing the size of the Matrix R is proportional to the number of users times the number of multipaths – assuming that each user has the same number of multipaths)

The Set of Active Users, user channels, and number of multipaths per user changes constantly and this will involve constant re-computation of R-1.

The complexity (computing the inverse of the user signature correlation matrix itself – possibly through use of Cholesky or QR Decomposition) is relatively high, when considering a reasonable number of users, even when using iterative procedures. If the computation is excessive it may have to be done over a number of data symbols, leading to performance degradation.

A.3 Serial interference Cancellation (SIC)

Arguably, Interference cancellation is a simpler concept than linear MUD processing. Rather than applying a linear Multi User Detection algorithm to the Single User Detection outputs, interference cancellation involves directly subtracting an estimate of the interfering signal from the wanted signal. The SIC Receiver Block Diagram might be drawn, as in Figure 5 (the transmission part remaining the same as in Figure 4, left hand side).
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Figure 5 Block Diagram of  K-User Synchronous CDMA Uplink SIC Receiver

The, combined, received signal is subject to Single User Detection (SUD), before reconstruction (SUR) and subtraction from the received signal in serial fashion (Note: when reconstructing the signal it is necessary to include that signal’s channel characteristics). The SUD outputs are ordered in terms of strongest to weakest signal and the strongest signal detected first.This ordering makes intuitive sense – the strongest signal being easier to detect, less likely to suffer errors, and causing the most interference to other users. 

The SIC detector can be modified in various ways – for example using feedback loops to perform iterative decoding for every user (including the strongest signal). During each iteration only a fraction of the interference power might be subtracted, based on the assumption that first estimates will be more erroneous than subsequent estimates. Such modifications will however increase the complexity (see later) of the SIC detector. 

Other than further processing, most of the blocks for Serial Interference cancellation exist in the Single User Detector and Single User Transmitter (for the Signal Reconstruction part).

For a relatively large number of users, SIC is less complex than linear MUD, even when PE is used.

The successive interference canceller has worse performance than PIC where power control exists in the Uplink.
SIC complexity (re-coding and subtraction along with further iterations) is relatively high, when considering a reasonable number of users, and again, if the computation is excessive it may have to be done over a number of data symbols, leading to performance degradation.

A.4 Parallel Interference Cancellation (PIC)

The PIC Receiver Block Diagram might be drawn, as in Figure 6 (the transmission part remaining the same as in Figure 4, left hand side).
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Figure 6 Block Diagram of  K-User Synchronous CDMA Uplink PIC Receiver

Again, the, combined, received signal is subject to Single User Detection (SUD), before reconstruction (SUR) and subtraction from the received signal – however this time all users are first decoded, symbols estimated, and then recoded and combined before the received signal subtraction takes place. The number of stages of a PIC detector can be increased and, again, fractional estimates of the interference might be subtracted in accordance with the assumption that later interference estimates will be more reliable than initial estimates. Such modifications to the general, 2 stage PIC, shown in Figure 6 will naturally increase the detector complexity. 

Other than further processing, most of the blocks for Parallel Interference Cancellation exist in the Single User Detector and Single User Transmitter (for the Signal Reconstruction part).

For a relatively large number of users, PIC is less complex than linear MUD, even when PE is used.

PIC has worse performance than SIC where no, or inadequate, power control exists in the Uplink.
PIC complexity (re-coding and subtraction along with further iterations) is relatively high, when considering a reasonable number of users, and again, if the computation is excessive it may have to be done over a number of data symbols, leading to performance degradation.
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