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1
Introduction
Based on the progress and decisions in RAN1#51-bis for the DL resource allocation, we have three types of DL resource allocations. Following the nomenclature in 36.213:

· Resource allocation type 0 – multi-RB allocation with bit-map to RB groups 

· Resource allocation type 1 – single-RB bit-map within a subset of RBs

· Resource allocation type 2 – set of contiguous physical or virtual RBs

In this contribution we analyze the results shown so far comparing the VoIP capacity for Nd=2 and Nd=3 and present some additional results.

2
Discussion

Clearly, DL distributed transmissions can be achieved without the need of “hopping” for multi-RB allocations. If the DL transmission entails the allocation of multiple RBs for a UE, the DL resource allocation can be in form of multiple “strips” in the frequency domain. These multiple strips may or may not hop at the slot boundaries (for Nd=2 VRB to PRB mapping). Hopping at the slot boundaries would double the diversity order with respect to not hopping. Given the saturation of the gain achievable by increasing the diversity order, beyond certain resource allocation size, no performance difference is expected from hopping or not hopping at the slot boundaries. 
Figure 1 below shows a distributed transmission over 6 RBs in a system with 26 RBs (~5MHz) and considering 
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Figure 1. DL distributed transmission using resource allocation type 0

Alternatively, one can use resource allocation type 1 with single RB granularity and the possibility to distribute the transmission over frequency. Figure 2, below, shows an example where 3 RBs are allocated for a DL transmission and are distributed over the entire system bandwidth. 
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Figure 2. DL distributed transmission using resource allocation type 1
Note that in addition to the distribution shown in Figures 1 and 2, the setting of the “hopping flag” would allow to have the resources hopping at the slot boundaries for the Nd=2 VRB to PRB mapping.

From the illustrations above, it is clear that the difference in performance between Nd=2 and Nd=3 VRB to PRB mapping comes only for very small resource allocations (e.g. VoIP applications). 

As it has been discussed in previous contributions, a 12.2kbps full-rate packet requires a transmission over 2 RB-pairs to avoid operating at an exceedingly large code rate. System simulations for a narrowband codec (7.95kbps) were shown in [1] and [2], in this case, the full rate packet is transmitted over a single RB-pair and therefore, it is the case where a larger performance difference between Nd=2 and Nd=3 VRB to PRB mapping is expected. In any case, the performance advantage was shown to be smaller than 1%. 

As discussed in Jeju,, the performance advantage of the Nd=3 mapping shown in [3] could be attributed to the fact that the RBs for DL transmissions are localized. Note that in this case, the simulations are performed for 12.2kbps with 1, 2 or 3 RB-pairs depending on the selected MCS. No power control is exploited and therefore the link adaptation is rather course with just 3 different coding levels.  

This contribution presents more performance evaluations that further strengthen the conclusions already made in [1] and [2]. 

3
Analysis

3.1
Simulation Assumptions
The key simulation assumptions are summarized in the following table:
Table 1 List of Some Key Simulation Assumptions

	Parameter
	Explanation/Assumption

	Cellular layout
	19 Node-Bs, 3-cell sites wraparound for Macro Cases

	Number of UEs per cell
	N VoIP UEs  in the center sector, 1 Full-Buffer UE in each of the rest 56 sectors

	Deployment Scenario
	D1

	BS total Tx power
	43 dBm 

	Bandwidth
	5 MHz

	Antennas Configurations
	1x2 SIMO

	TTI
	1ms, with 14 OFDM symbols

	Number of sub carriers available to VoIP
	288 tones or 24 RBs (out of 25 RBs)

	PDCCH
	Fixed overhead modelled

	Traffic Model
	2-State (ON/OFF) model

50% voice activity, transition probability 0.01

224 (7.95 kbps) or 320 bits (12.2 kbps) for each full-rate frame

SID: every 160ms of silence, 120 bits

	H-ARQ
	8 Interlaces, 

up to 4 transmissions, 

Target termination: if Geometry <-2dB, 1% after 2 tx; otherwise, 10% after 1 tx

	CQI
	Every 20ms

	Power Control
	CQI based, max power -6dB per UE

	Delay budget
	50ms

	MCS Format (12.2  kbps)
	2 RBs, QPSK, one fixed coding rate for full-rate packets and one fixed coding rate for SID packets, no zero-padding

	Packet bundling
	NO

	Discontinuous Reception (DRX) at UE
	If enabled: each UE only monitors one H-ARQ process. Geometry-based power balance is adopted in assigning UEs into different H-ARQ interlaces.

Otherwise, each UE monitors all H-ARQ processes.

	Simulation Time
	3 seconds warm-up, and 20 seconds running

	Scheduling type
	Delay-sensitive scheduling

	Grouping
	If enabled: each UE monitors two fixed logical RBs (12.2 kbps), equivalent of carrying one VoIP full-rate packet.  

Otherwise: each UE monitors the entire system bandwidth

	Persistent vs. Dynamic Schedule of VoIP packets
	New transmissions: always persistently scheduled

Re-transmissions: always dynamically scheduled

	RB Mapping
	For the 2 RBs allocated to each VoIP packet, two frequency-domain mapping schemes are assumed:

(a) 1 RB localized: each RB is physically contiguous, but the 2 RB-pairs are physically distributed

(b) 2 RB localized: the 2 RB-pairs are physically contiguous


3.2
Simulation Results

In the simulations performed and shown in [1] and [2], each UE is required to monitor only 2 RB-pairs in the frequency domain, and one of 8 H-ARQ processes in the time domain, representing minimal complexity at the UE side.

The system outage vs. VoIP load is illustrated in Figure 3 for this case and assuming different grouping of RBs. The label “2 RB localized” means that the 2 RB-pairs are transmitted localized in frequency. The label “1 RB localized” means that the 2 RB-pairs are transmitted distributed in frequency . 

[image: image3.emf]190 192 194 196 198 200 202 204 206 208 210

0

1

2

3

4

5

6

7

8

9

10

Number of Loaded VoIP Users

Percentage of UEs in Outage

Delay budget: 50ms, Target 1.1 Tx

 

 

Nd=2, 1 RB Localized

Nd=3, 1 RB Localized

Nd=2, 2 RB Localized

Nd=3, 2 RB Localized


Figure 3. Simulation results - Grouping + DRX

As can be seen, regardless of the frequency domain mapping scheme (1 RB localized, or 2 RB localized), Nd = 2 yields performance similar to that of Nd = 3.

In a second set of simulations, we assume that each UE is required to monitor the entire frequency band (i.e., 24 RBs), and all the 8 H-ARQ processes in the time domain. Therefore, the eNB is allowed to schedule a UE in any 2 RB-pairs of the 24 RB-pairs. As a result, each UE has to perform parallel detection over 24/2 = 12 possible frequency locations all the time, representing maximal and often impractical detection complexity. As shown in Figure 4, Nd=3 gain over Nd=2 for a 5% outage criterion is non-existing.
Note that the results shown in Figure 4 are result of averaging the UL VoIP capacity over multiple random seeds. We observed that some specific seeds may experience a gain of Nd=3 over Nd=2 of around 6-7% similar to the findings in [3]. 
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Figure 4. Simulation results – No Grouping + No DRX
From the results shown in [1], [2] and this document, we can see that even under highly loaded systems, Nd=3 still offers practically no gain over Nd=2. 

4
Conclusion

Based on the discussion in section 2 and on the simulations in section 3, we fail to see the value of the Nd=3 option for VRB to PRB mapping. 
We observe that 
· There is no performance advantage of Nd=3 over Nd=2

· Both mappings are solutions solving the same problem with the same success: frequency and interference diversity enhancement for small resource allocations

· There is no agreed proposal for the Nd=3 mapping when the PHY layer specifications

· The specifications of both mapping schemes would mandate their implementation at the UE

· The specification of both mapping schemes and the utilization of only one of the two depending on the system bandwidth would mandate the implementation of both schemes at the eNB

Therefore, we see no need to specify a VRB to PRB mapping with Nd=3. 
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