3GPP TSG-RAN WG1 #51bis
R1-080429
Jan 14th-18th, 2008
Seville, Spain
Agenda item: 
9
Source: 
QUALCOMM Europe
Title: 
HS-DSCH Serving Cell Change Performance in Urban Canyon environments
Document for:
Discussion
1
Introduction
This contribution discusses the performance of HS-DSCH serving cell change (SCC) under environments where the serving cell signal strength shows sudden degradation. Examples of such “Urban Canyon” environments [1] [2] are dense urban areas, such as downtown areas of many cities. Simulation results are shown using real traces from downtown areas of two cities. The focus application is voice, which has tight requirements for service outage during cell change. For VoIP to be a successful service, it must meet the same level of quality and reliability requirements as CS voice.

The key performance metric that our simulations focus on is the reliability of the current SCC procedures under Urban Canyon conditions. According to both the synchronized and unsynchronized SCC procedures, the UE needs to receive a RRC message on the source cell before switching to the target cell. However, under conditions where the signal strength on the source cell is rapidly deteriorating, it may not be possible for the UE to reliably decode this RRC message from the source cell, leading to a call drop. Logs taken in multiple dense urban areas confirm that fast changing path loss conditions do indeed exist, where path loss may increase by 25 dB or more in less than a second.

It should be noted that RRC signaling can be made reliable by carrying Signaling Radio Bearers (SRBs) on Dedicated Channel (DCH), since DCH can be soft combined from multiple cells. However, due to the code space occupied by DCH, this leads to a significant loss of capacity for VoIP (our simulations indicate ~40% capacity loss) as well as loss of spare capacity for Best Effort for a given number of VoIP calls. Thus, to achieve high voice capacity, the appropriate configuration for VoIP is to carry SRBs on HS-DSCH, while configuring F-DPCH to carry power control bits, as was intended when F-DPCH was included in the standard.
Thus, if high voice or spare Best Effort capacity is desired under Urban Canyon conditions, then the robustness of the serving cell change procedure needs to be evaluated when SRBs are mapped on to HS channels. This high capacity configuration is the focus of our simulations.

Section 2 provides an overview of the current serving cell change procedures. Section 3 describes details of traces obtained from downtown areas of two cities and provides serving cell change simulation results using these traces. Section 4 provides conclusions.

2
Current HS-DSCH Serving Cell Change Procedure
According to current RRC procedures, HS-DSCH serving cell change can be either synchronized or unsynchronized. In the former case, the network indicates the activation time at which the UE will perform the serving cell change. Since the network does not know either how long it will take the RRC reconfiguration message (such as Physical Channel Reconfiguration (PCR)/Transport Channel Reconfiguration (TCR)/Radio Bearer Reconfiguration (RBR)) to be transmitted over the source cell or how long the UE will take to reconfigure on receiving the message, it has to assume the worst-case. Thus, it typically indicates a conservative activation time, leading to potentially large interruption for voice traffic, particularly if the source cell signal strength has degraded.

Under the unsynchronized serving cell change procedure, the network indicates an activation time of “now”. Thus, the UE is allowed to start listening to the target cell the moment it receives the RRC reconfiguration message and finishes its reconfiguration. This procedure does not need to assume the worst-case reception time of the RRC reconfiguration message at the UE, and is thus more suited for voice traffic. In this contribution, our focus is thus on the performance of the unsynchronized serving cell change procedure. It should be noted that for the synchronized serving cell change procedure, we expect the call drop results to be worse than those shown for the unsynchronized procedure in Section 3.

3
Simulations Based on Field Logs
3.1        Details of Simulation Environment
The network-level simulator used in the simulations was a slot-level simulator. The simulator models HS-SCCH, HS-PDSCH on the downlink as well as HS-DPCCH and EUL channels on the uplink. A VoIP-optimized scheduler, which gives strict priority to SRBs messages, is used to schedule over HS channels. Events 1A, 1B for active set updates and Event 1D for serving cell switching are modeled. Details of simulation assumptions are captured in Table 1.

The maximum transmit power per cell is 43dBm. CPICH Ec/Ior is set to -10 dB, while other downlink overhead channels (such as E-AGCH, E-RGCH, E-HICH, SCH, P-CCPCH) are modeled with a fixed power overhead. The total power overhead for all overhead channels (including CPICH) is 30%. HS-SCCH power is allocated based on the CQI reported by the UE.

We collected CPICH Ec/Io and CQI traces while driving in downtown areas of two different cities. Receive diversity was turned on in the UEs. It should be noted that traces were collected from different areas in the downtowns of cities, so the traces are not representative of only a few city blocks. Rather, the traces represent a sampling of different areas of the downtown, so the simulation results can be seen to represent average behavior over the entire downtown area.

The above field traces were applied to one UE in the simulation. Load from other cells was modeled as interference. Different loading factors from other cells were considered.

Table 1: Simulation Parameters
	Parameter
	

	Maximum Cell Power
	43 dBm

	CPICH Ec/Ior
	-10 dB

	Total % Fixed Power for Overhead Channels
	30%

	Modeling of HS-SCCH Power
	Power controlled using CQI reports

	Other Cell Power
	(40%, 80%) of maximum cell power

	Event 1A, 1B: Weighing Factor W
	0

	Event 1A, 1B: Reporting Range
	3 dB

	Event 1A, 1B: Hysteresis
	0 dB

	Event 1A: Time to trigger TTT
	0 msec

	Event 1B: Time to trigger TTT
	320 msec

	Event 1A, 1B, 1D: Filter Coefficient K
	3 (485 msec)

	Event 1D: Hysteresis
	3 dB

	Event 1D: Time to trigger TTT
	(320, 640) msec

	RBR (Radio Bearer Reconfiguration)/ASU (Active Set Update) Message Size
	300 bits

	Maximum H-ARQ transmissions for RBR/ASU messages
	4, 8

	Network Delay (defined as the delay from the sending of Event 1D to the arrival of RBR message at the Source Node B)
	(80, 200, 280) msec


3.2        Traces from City 1
The sample space for traces from City 1 is around 150 minutes.

Figure 1 shows an example CPICH Ec/Io trace, with different events (such as Event 1D, RBR etc) marked on it. It can be seen that the slope of degradation of CPICH Ec/Io is approximately 25 dB/sec, i.e., CPICH Ec/Io goes from -8 dB to -20 dB in less than half a second. Also, the events shown on the figure for a particular setting of TTT = 320 msec and network delay = 200 msec indicate that reception of the RBR message is unsuccessful after four H-ARQ transmissions.
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Figure 1: Example CPICH Ec/Io trace from City 1

Another example CPICH Ec/Io trace is shown in Figure 2, with different events marked on it. Again, slope of degradation of serving cell CPICH Ec/Io is approximately 25 dB/sec. Also, it is indicated that the RBR message is unsuccessful after four H-ARQ transmissions.
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Figure 2: Example CPICH Ec/Io trace from City 1

Simulation Settings

The following simulation settings were used (also captured in Table 1):

· Value of Event 1D Time-to-trigger (TTT) was set to 320 msec. Note that this an aggressive setting compared to the values seen in current deployments.

· For the RBR message:

· The message size was assumed to be 300 bits.

· Full remaining Node B power (after allocating power to overhead channels and HS-SCCH) was allocated to HS-PDSCH for the Urban Canyon user.

· Two values were chosen for the maximum number of H-ARQ transmissions, 4 and 8.
· Absolute priority is given by the HS-PDSCH scheduler.
· Two different values of other cell loading, 40% and 80%, were considered.

· Network Delay, defined as the delay from the sending of Event 1D to the arrival of RBR message at the Source Node B, was chosen from {80, 200, 280} msec. The Network Delay was varied randomly in a range of +-20 msec around the chosen values. Results shown are averaged over 10 different random values around the chosen Network Delay value.

It should be noted that the settings for TTT, Network Delay, Node B power allocated to RBR message, are aggressive values, when compared with what is used in the deployed Rel 5 and Rel 6 networks.
Simulation Results
As described in the introduction, the key performance metric we are focusing on is the reliability of the delivery of the RBR message. We track the percentage of times the RBR message could not be delivered to the UE; these occurrences are referred to as “call drops” in the remainder of the document. Call drop percentage is calculated as:
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Table 2 shows the call drop percentages, assuming average voice call duration of 2 minutes. For different settings of Network Delay, Load and Maximum H-ARQ transmissions, the call drop percentage varies between 4% and 10%. Even with aggressive settings of Node B power, maximum H-ARQ transmissions, Network Delay and TTT, call drop rates are seen to be quite high.
Table 2: Call Drop Percentages from City 1 
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3.3        Traces from City 2

The sample space for traces from City 2 is around 84 minutes. 

Figure 3 shows an example CPICH Ec/Io trace from City 2, with different events (such as Event 1D, RBR etc) marked on it. It can be seen that the serving cell CPICH Ec/Io goes from -7 dB to -20 dB in around half a second. Also, the events shown on the figure for a particular setting of TTT = 320 msec and network delay = 200 msec indicate that reception of the RBR message is unsuccessful after four H-ARQ transmissions.
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Figure 3: Example CPICH Ec/Io trace from City 2

Simulation Settings

The above Urban Canyon field traces were applied to one UE in the simulation. Simulation settings were similar to those chosen for City 1, except that the TTT was allowed to take two different values: 320 msec and 640 msec. Note that 640 msec is the value of TTT typically configured in today’s networks. Details of simulation assumptions are captured in Table 1.

Simulation Results

Table 3 shows the call drop percentages (calculated as in Equation 1), assuming average voice call duration of 2 minutes. For different settings of Network Delay, Load and Maximum H-ARQ transmissions, the call drop percentage varies between ~3% and ~10%.
Table 3: Call Drop Percentages from City 2
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4
Conclusions
We presented simulation results for the unsynchronized serving cell change procedure, using traces obtained from downtown areas of two different cities. When SRBs are mapped on HS channels to obtain high voice and spare Best Effort capacity, we found call drop percentages to be unacceptably high in urban canyon conditions.
We believe that high voice capacity with telco-quality voice (i.e., voice quality and reliability at least comparable to CS voice) would be a very desirable feature under downtown-like dense urban areas. Our recommendation is that the serving cell change procedure be enhanced to enable such a configuration.
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