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1. Introduction

In this contribution, we further discuss uplink inter cell interference coordination (ICIC) and related aspects. We start by summarizing the working assumptions for eNode-B packet scheduling and operation of UL PC for motivation on what needs to be standardized. Reactive actions upon reception of the overload indicator (OI) are afterwards outlined as a possible method for uplink overload coordination. We also shortly address aspects related to proactive uplink ICIC schemes discussed in [1]-[2], which is recommended to be studied in addition to the OI for further coordination. Hence, proactive schemes and OI are not mutual exclusive, but can be considered separately. The contribution is concluded with recommendations on what needs to be standardized for the OI.
2. Setting the scene
The eNode-B packet scheduler is assumed to be vendor-specific so there is freedom to implement various types of algorithms for scheduling users in the time and frequency. In this context we define scheduling as the task where users are allocated transmission resources in time and frequency domain. The specifications set some scheduling constraints in terms of;

· PDCCH signaling of the scheduling granularity in the frequency domain, how many users can be scheduled in one TTI, available PUCCH resources, etc.
· The possibilities for uplink sounding (configuration is vendor-specific).

· Restrictions from synchronous HARQ retransmissions and DRX patterns.
· Use of L2 dynamic scheduling vs semi-persistent allocations.
· Etc…

In general the packet scheduler is designed so it aims at scheduling the different users with the objective of fulfilling the QoS requirements for the users EPS (Evolved Packet Switched) bearers such as for instance guaranteed bit rate constraints, the so-called QoS Label characteristics (as listed in 23.401), etc. The scheduler may also include some fairness mechanisms among the best effort users. Within this frame-work, there are many options for designing packet scheduling algorithms, so it is likely that different vendors may use different strategies here.
Similarly, it is also vendor/operator-specific how to operate the uplink power control. The open loop power control formula is standardized, while settings of the parameters (e.g. Po and Alpha) are up to the network operator (within the allowed parameter space). Rules for sending either power up or power down closed loop power corrections are also vendor-specific – only the signaling is standardized (included in the PDCCH UL grant).

We make the following two observations:

· Operation of PC in principle determines the sum of interference generated to the neighboring cells. That is, the sum of Tx powers from all the users in the cell.
· As the packet scheduler decides where the users are scheduled in the freq domain, it affects the experienced SINR for the scheduled users.

Hence, by applying some kind of frequency domain packet scheduling, we could improve the SINR for scheduled users without adjusting the PC parameters. The latter is for instance possible via scheduling of “cell-edge-users” in two neighboring cells in complementary parts of the frequency band. Applying such methods was referred to as proactive schemes in [1]-[2] as coordination is done in advance with the objective of avoiding strong interference coupling.
3. Example use case for using OI
As discussed in [3] and other related contributions, the OI is a measurement reflecting the past that potentially is applicable for uplink overload coordination. The OI could be a simple measure of the uplink interference (assuming that it also include the thermal noise) in a number of sub-bands, where reporting to neighboring cells is triggered if the uplink interference level exceeds a certain parameterized threshold (see also [7]). The use of OI can be characterized as a reactive scheme according to the terminology in [1]. As an example, it has been stated in [3] that the OI could be used in combination with PC, e.g. for tuning OLPC parameters, triggering closed loop power control corrections, etc..
In the following, we present one example use case for the potential usage of the OI. However, we would like to stress that the options for applying the OI are many, and the “best” option for using it is likely to depend strongly on the vendor-specific choice for the eNode-B packet scheduler and operation of PC, c.f. discussion in Section 2. 

Let us consider a simple case where we have a proportional packet scheduler and an OLPC without active use of closed loop control commands. For such a scenario, it is well-known that the setting of OLPC parameters Po and Alpha (path-loss compensation factor, see TS 36.213) results in different uplink IoT operation levels depending on the path-loss distribution, etc. As an example to illustrate the latter, Figure 1 and Figure 2 show the IoT versus average cell throughput and user throughput at 95% coverage for Macro Case #1 and Macro Case #3, respectively, and for different values of Po and Alpha. These results are obtained from extensive system simulations with proportional fair scheduling, AMC, OLPC, HAQR, full buffer traffic model, etc. The presented results summarize the findings from a series of simulations conducted with different OLPC settings for Po and Alpha. For each setting of Po and Alpha, we obtain statistics for the uplink IoT, the average cell throughput, and the 95% user throughput coverage,. It can be noticed that the “optimum” power control settings depend on the desired trade-off between cell throughput and user throughput at 95% coverage (i.e. cell edge throughput), but also on the IoT operating point. The reported relation between obtained IoT level and OLPC settings depends on the path loss distribution in the cell as well as other factors, which further explains why the results for Macro case #1 and #3 are different.
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Figure 1. IoT vs. average cell throughput and user throughput at 95% coverage for Macro Case #3 (ISD 1732m, BW=10MHz, UE speed 3km/h acc. to TR 25.814 annex A.2) and different values of Po and Alpha.
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Figure 2. IoT vs. average cell throughput and user throughput at 95% coverage for Macro Case #1 (ISD 500m, BW=10MHz, UE speed 3km/h acc. to TR 25.814 annex A.2) and different values of Po and Alpha.

From a network dimensioning and link budget point of view, it could be desirable to plan for a certain uplink interference level (or IoT assuming certain noise figure) so the maximum cell-edge path loss for a given required minimum uplink data rate could be computed. For this case, the OI could for instance be used to automatically adjust the Po parameter to achieve the desired uplink interference level that the network is planned for. Also, different uplink interference operating point could be defined in each cell depending on network dimensioning. As an example, if the threshold reporting for the OI is set to equal the planned uplink interference operation point, then eNode-Bs could perform adjustments on Po depending on whether or not OI reports are received. This kind of adaptation will of course have to be fairly slow (compared to the X2 signalling delays of ~20ms, and other eNode-B RRM control loops), and the exact algorithms for this kind of adaptation could be left eNode-B vendor-specific. For cases where some kind of group-based scheduling strategy is applied in the frequency domain (potentially in a coordinated manner) the network may be planned for different desired uplink interference operation points across the deployed frequency band. For the latter case, an OI per sub-band (group of contiguous PRBs) could be beneficial [3], [5].
Given this simple example, we conclude that there are cases where the OI could be applied for slow uplink overload coordination. We recommend that OI is standardized and exchanged via X2 based on a simple UL interference measurement/triggering mechanism. Exact actions by the eNode-B receiving the OI can be left open (i.e. not standardized) as the most appropriate action will in the end depend on the applied packet scheduling strategy and PC operation. However, an eNode-B receiving an OI message should take reasonable actions to improve the UL interference situation in the overloaded cell. Furthermore, the eNode-B receiving the OI will be allowed to take the QoS of its users into account before performing any actions, so the QoS aspects become part of the actions as raised in [4]. As an example of the latter, the eNode-B receiving the OI may only reduce the interference to the point where it is still able to serve its users according to their minimum QoS parameters (such as for instance guaranteed bit rate – GBR).
4. Conclusions and recommendations

In this contribution, we have discussed some of the aspects related to uplink overload coordination. We have tried to highlight what is standardized and what is vendor-specific, as well as we have provided a possible use case for the OI. The use cases for the OI are, however, mainly depending on the chosen overall strategy for packet scheduling and PC parameter choices, etc.
In order to derive an OI for a configurable sub-band of N PRBs (1 ≤ N ≤ max. PRBs in considered BW) we would recommend

· to introduce an "UL interference" eNode B measurement over M PRBs in TS 36.214. In this context, the UL interference is assumed to also include the thermal noise.
(value of M is ffs ),
· that RAN4 determines a measurement period T for the "UL interference" eNode B measurement,

· to derive the OI for a configured sub-band: The "UL interference" eNode B measurement is averaged over a configurable time interval Ta = K T (K is a configurable integer >1). If the averaged eNode B measurement value exceeds a configurable threshold then an OI is signalled via X2.
By such an approach every eNode B would know how to interpret a received OI and to take appropriate actions.

But we recommend that no strict mandatory actions for the eNode-B receiving the OI are being standardized. Specifying general eNode-B actions upon reception of the OI are difficult when considering the non-standardized eNode-B packet scheduler algorithms and operation of the PC, which may result in different choices for different eNode-Bs vendors. However, an eNode-B receiving the OI is expected to take reasonable actions with the objective of improving the UL inter-cell interference situation.
In addition to having the OI standardized for uplink overload coordination, we support further investigations of proactive ICIC schemes for future guidance of the eNode-B packet scheduler to achieve ICIC gains (as discussed in [1]-[2]). The details of proactive schemes require further clarifications (including results showing the realistic performance gain) before drawing final conclusions.
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