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1. Introduction
Downlink beamforming has been proposed in FS1 FDD for improving sector throughput and cell edge coverage for the PDSCH [1].  Concerns however have been raised about system performance gains achievable when such practical issues as common control channel coverage and the “flashlight effect” - large changes in spatial channel interference levels at the UE as surrounding eNodeB s transmit with highly directive beams to different UEs [2]. System simulation results comparing performance of beamforming with SU MIMO have have been given in [2][3] [4], While beamforming with up to four element arrays can be supported with closed loop MIMO, the common reference signal overhead required to extend these approaches to larger arrays is prohibitive.  Consequently, dedicated reference signals have been proposed as a means of providing a phase reference for antenna arrays with more than four antennas [3]. Contributions discussing these issues regarding the use of dedicated reference signals with beamforming are given in [7], [8],. 
This contribution compares the sector throughput and cell edge coverage of four and eight element eigenbeamforming with two and four element closed-loop MIMO. Two assumptions are made when evaluating beamforming performance.  First, perfect knowledge of the downlink transmit covariance matrix is assumed known at the eNodeB in the computation of the eigenbeamformer weights.  While this covariance matrix cannot be directly estimated at the eNodeB due to the frequency difference between uplink and downlink transmission bands, it may be indirectly estimated from observations of the uplink reference sounding signal [11].   Second, all beamforming CQI information for the PDSCH is assumed to be based on the dedicated reference signal.  While this is possible during PDSCH transmission, CQI-based scheduling decisions are also made prior to PDSCH assignment and therefore must be based on common reference symbols.
The following section describes the calculation of beamforming weights, intercell noise power, CQI, and link abstraction SINR used in the system simulation.  Section 3 presents the system simulation conditions and results.  Conclusions are provided in Section 4.
2. Beamforming Simulation Model
Beamforming is modeled in the system simulation model according to the signal model:
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is the sum of  thermal noise, 
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The components of noise at the receiver 
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 may have different variances and may be correlated due to the spatial channel applied to each discrete transmitter observed by the UE.  The noise can be whitened and normalized by premultiplying by the matrix 
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to obtain 
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where the elements of 
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assuming 
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from a codebook to maximize this SINR.  Open loop beamforming however, uses only the statistics of the channel, in particular the noise-balanced transmit correlation matrix
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When 
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where 
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 is a scalar.  We will make this assumption in the following in which case the mean SINR is then the expectation of (5)
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The beamforming problem is to select 
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 to maximize this expression.
2.1. Calculation of Beamforming Weights

Assuming no constraint on the transmit codebook at the eNodeB, the transmit weight vector which maximizes the average SINR in 
(8)

 is proportional to the eigenvector corresponding to the largest eigenvalue of  GOTOBUTTON ZEqnNum827332  \* MERGEFORMAT .  Denoting this vector as 
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The scale factor 
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 was chosen in two ways corresponding to two constraints on transmit power.  The first is to constrain the total transmit power
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The second is to choose 
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 such that the no antenna transmits more than 
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This corresponds to the case where each antenna is driven by its own PA which has a hard output power limitation of 
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Note that 1) ideal knowledge of 
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 or equivalently the transmit correlation matrix is assumed 2)  practical systems will update the precoding vector 
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 and therefore of the variance and correlation of the components of the received noise vector 
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2.2. SINR Observed at the UE

Once the beamforming vectors are determined for each cell in the system, the SINR observed at the UE may be calculated in terms of the channel matrix between the UE and its eNodeB and the noise-plus-interference power at the receive antennas.  The intercell-interference at the UE was modeled as being uncorrelated between antennas as was the thermal and channel estimation noise.  Under these assumptions, maximum ratio combining at the UE results in an SINR which is the sum of the branch 
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[image: image63.wmf],

i

keq

H

 is the 
[image: image64.wmf]k

th component of the 
[image: image65.wmf]1

r

N

´

 equivalent channel 



[image: image66.wmf]ii

eq

=

HHF

.
 MACROBUTTON MTPlaceRef \* MERGEFORMAT (13)

The first term in the denominator, 
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where 
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2.2.1. Channel Estimation Error
Channel estimation error was modeled based on the simulations described in [5].  Here a 2DMMSE channel estimator which uses the reference symbol pattern shown in Figure 1 (referred to as ‘NTT’ in [5] was evaluated in terms of the ratio of channel estimation error to additive noise variance as a function of the symbol SNR.  The estimator used a two-valued estimate of the Doppler spread and a quantized estimate of the SNR for the tap calculation.  The ratio 
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was calculated for various vehicle speeds (a 2 GHz carrier frequency was assumed) and average branch SNR 
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The ratio 
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 used in the simulations is given in Table 1.   The dependence of 
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Figure 1:  Proposed Dedicated Reference Symbol Pattern
Table 1: Ratio of channel estimation noise variance to thermal and other cell interference noise variance vs. average branch SNR 
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	-5
	0.13
	0.13
	0.14
	0.17

	0
	0.17
	0.17
	0.20
	0.28

	5
	0.19
	0.20
	0.28
	0.34

	10
	0.20
	0.24
	0.30
	0.48

	15
	0.24
	0.36
	0.37
	0.93

	20
	0.27
	0.49
	0.44
	0.69

	25
	0.41
	1.10
	0.57
	1.34

	30
	0.83
	3.01
	0.96
	3.39


Using (12)

 gives 
(15)

 in 
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2.3. CQI Calculation
The short-term SINR calculated above is that experienced by a data symbol.  The CQI measured by the UE however is based on reference symbols either common or dedicated.  Basing on CQI on common reference symbols requires the eNodeB to adjust the CQI report to account for the difference between common reference and data symbol SINR while the use of dedicated reference symbols allows the SINR reported by the CQI message to be used directly after accounting for any boosting between dedicated reference and data symbols.  We assume the CQI is based on dedicated reference symbols without power boosting.  We also assume no CQI measurement error in which case the SINR given by the expression in  (17)

 are used for the CQI  report.
3. Simulation Results 
System simulation assumptions common to both beamforming and SU MIMO simulations are shown in Table 3 . SU MIMO simulations were performed with the assumptions used in [7] and are aligned (including rank 1 and rank 2 codebooks used) with [8].  All mobiles had a speed of 3 km/h.  MMSE + SIC receiver was used for all SU MIMO simulation cases..
The simulation results are shown in Table 2 for both Case 1 and Case 3 as described in [5].  Eight element eigenbeamforming improves sector throughput by about 7-8% compared with four element SU MIMO.  Fifth percentile cell edge coverage is seen to improve by between 23 and 25% in coverage-limited Case 3 configuration and about 20% in the interference-limited Case 1 .  
Comparing four element eigenbeamforming with four element SU MIMO, we see a degradation of about 3 to 5% with eigenbeamforming relative to SU MIMO even with 
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Scaling of the beamforming vector according to either the 
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 norm had only a minor affect for eight antennas, between 1 and 2.
Note that these simulations are based on constant eNodeB transmit power 
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.  If  for PA implementation reasons, the total transmit power can be larger with additiona antennas, then the gains of 8 element EBF over 4 element SU MIMO and 4 element EBF would be increased.
Table 2: Table of Simulation Results for 0.5 lamda antenna separation
	
	Cases
	ebf8,L2
	ebf8,Linf
	ebf4,L2
	ebf4,Linf
	su4
	su2

	Sector T-put    (Kbps)
	Case 1
	23436
	23196
	20816
	20909
	21774
	19399

	
	Case 3
	22789
	22470
	20268
	20229
	21052
	18598

	Cell Edge T-put  (Kbps)
	Case 1
	1215
	1217
	975
	982
	1018
	645

	
	Case 3
	1076
	1061
	842
	839
	862
	548

	Rel. Spec Efficiency Sector T-put
	Case 1
	1.08
	1.07
	0.96
	0.96
	1.00
	0.89

	
	Case 3
	1.08
	1.07
	0.96
	0.96
	1.00
	0.88

	Rel. Spec Efficiency Cell Edge T-put
	Case 1
	1.19
	1.20
	0.96
	0.97
	1.00
	0.63

	
	Case 3
	1.25
	1.23
	0.98
	0.97
	1.00
	0.64


4. Conclusions
Under the idealized conditions of known downlink transmit covariance matrix and dedicated reference signal-based CQI, we found that eight element eigenbeamforming with an MRC UE receiver provided ~10% sector and ~25% cell edge throughput gains respectively over four antenna SU-MIMO with MMSE+SIC.
ANNEX A – System Simulation Assumptions
Table 3 - Macro-cell system simulation baseline parameters

	Parameter
	Assumption

	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Distance-dependent path loss
	L=128.1 + 37.6log10(.R), R in kilometers @ 2GHz

	Lognormal Shadowing
	Similar to UMTS 30.03, B 1.41.4 

	Shadowing standard deviation
	8 dB

	Correlation distance of Shadowing
	50 m  (See D,4 in UMTS 30.03)

	Shadowing correlation
	Between cells
	0.5

	
	Between sectors
	1.0

	Penetration Loss  
	20 dB 

	Antenna pattern (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
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[image: image104.wmf]dB
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 = 35 degrees,  Am = 20 dB for a 70 degree horizontal beamwidth antenna

	Channel model
	Spatial Channel Model [5]  (Urban Macro, high spread 
Other cell interference was frequency selective from six strongest neighbor cells.

	Total BS TX power (Ptotal)
	46dBm (10MHz)

	Antenna Bore-sight points toward flat side of cell (for 3-sector sites with fixed antenna patterns)
	


	Users dropped uniformly in entire cell
	


	Minimum distance between UE and cell
	35 meters

	Number of users for full queue traffic model
	10

	AMC
	ON  (2/3<MCS<4.8) , 16 Levels

	HARQ
	IR with N=6 stop-and-wait HARQ protocol

	OFDM symbols per subframe
	14 (Total), 11 used for data (n=2)

(downlink control channels not explicitly modeled)

	Scheduler
	PF (both in time and frequency domain)
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� The expectation in the denominator is with respect to the channel matrices between interfering cells and the UEs and can therefore be calculated at the beginning of the simulation based on the geometry of the UE. The resulting average branch SNR was used as an approximation to the instantaeneous SNR.  
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