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1 Introduction
In a closed-loop system, the knowledge of channel state information at the transmitter side can improve the throughput and reliability of a MIMO system. In the LTE downlink system, UEs can report the channel state information back to the nodeB to use for the next transmissions, provided the channel variation due to mobile speed and environmental changes is slow.
In a beam-forming closed-loop MIMO system, nodeB utilizes the channel information to form a beam towards the UE using an isometry (sub-unitary) pre-coding matrix extracted from the channel matrix. Theoretical and experimental results show advantage of such a closed-loop system with respect to the other open loop and closed-loop schemes. 

The major drawback of a closed-loop system is its feedback overhead. There are several approaches to reduce the amount of feedback overhead in a practical closed-loop system including:

· Instead of reporting a channel matrix per each tone, channel state information is fed back per  sub-band. A sub-band is a number of adjacent tones in the frequency direction. As long as the  sub-band is smaller than the coherence bandwidth of the transmission channel, one can assume that the channel response is the same over the entire sub-band.
· Codebook quantization is an approach to limit the feedback overhead. A codeword is selected as a pre-coding matrix from a set of predefined isometry matrices. Feedback information is a binary index of the selected codeword not the actual value of the precoder or the channel matrix. The size of the codebook affects the feedback overhead, computational complexity, and the performance of a closed-loop system.
· Differential encoding [2] is an efficient approach to reduce amount of feedback. Since the channel variation is slow in either time or frequency direction, the sequence of the channel codewords is highly correlated. Therefore, instead of the codeword index, one can transmit only the offset of the codeword index (differential encoding). Differential encoding could be done in time (one transmission frame to the next subsequent frame) or frequency (one sub-channel to another adjacent sub-channel) direction.
This contribution proposes differential encoding to improve the performance of a closed-loop system while maintaining a reasonable feedback overhead. The advantages and benefits of differential encoding are studied, and some approaches are proposed to show how the LTE standard can effectively take benefits of the differential encoding in a beam-forming closed-loop system. This contribution is a resubmission of R1-071452.
2 Codebook Closed-Loop Systems
In a MIMO system with M transmit and N receive antennas, the channel coefficient matrix possesses some non-zero singular values up to the minimum number of transmit and receive antennas. For each non-zero singular value, there is a corresponding eigen-vector at the transmitter and one at the receiver side. 
· If the transmitter uses one of the eigen-vectors as the pre-coding vector and receiver uses the corresponding eigen-vector to combine the signals from different receive antennas, the equivalent channel performs like a SISO system with the channel quality of s2 where s is the corresponding singular value. 
· Since the eigen-vectors at each side are orthogonal, the channel can be transformed to a set of K parallel SISO channels, where K is up to the number of non-zero singular values. In such a system, a pre-coding matrix is an isometry (sub-unitary) matrix with its columns consisting of the channel eigen-vectors corresponding to the K largest non-zero singular values. 
· The number of these vectors is determined by the number of parallel layers transmitting over the channel. Using a closed loop scheme helps to de-correlate the channel and make decoding easier in the receiver.
· Beam-forming can improve the throughput and reliability by:

· Power loading: allocating different levels of transmitted power to different layers

· Bit loading: allocating different levels of coding rate and modulation sets to different layers

· Avoiding power loss transmitted over the null-space

· More efficient decoder due to lowering cross-talk between different layers

When power-loading or bit-loading is not an option, the main gain of a closed loop system is to avoid the null-space (the subspace corresponding to zero singular values) of the channel. For example, in a system of four transmit and two receive antennas, two of four singular values are zero. Avoiding the transmission over the null-space means a potential 3 dB gain over the open-loop system.

A pre-coding codebook consists of a set of isometry matrices which are uniformly distributed over the space of isometry matrices. UEs estimate the channel coefficient matrix and select the best codeword from the codebook. One criterion to select a codeword is the capacity of the equivalent channel after using the pre-coding matrix. An alternative criterion can be the codeword which maximizes the received power.

3 Differential Pre-coding Codebook
In a closed loop MIMO/OFDM system, different data tones allocated to each UE are usually adjacent in time and frequency. 
· Data tones, which are closer to each other than coherence time and coherence bandwidth of the channel, experience statistically dependent channel matrices, and hence their optimum pre-coding matrices are close to each other. 
· Although the individual eigen-vectors may be subject to rapid changes with channel variations, the sub-space span of the non-zero singular values and the null-space vary slowly with slight variations of the channel coefficients. 
· Once the pre-coding matrix for a data tone (or a bunch of adjacent data tones) is set: 
· One can search over a subset of pre-coding matrices for the adjacent tones (in time or frequency) to reduce the complexity and feedback overhead. 
· Alternatively, the differential code search can be performed over a codebook which is not uniformly distributed over the entire space but is concentrated around the previous codeword. 

For example, for a system of four transmit and two receive antennas, the channel matrix is a 2x4 complex matrix. The singular value decomposition of the channel is 
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 is a diagonal 2x4 matrix with two non-zero elements and V is a 4x4 unitary matrix. 
· The first two columns of V correspond to the two non-zero singular values, and the two last columns show the null-space of the system. The optimal pre-coding matrix is the isometry matrix consisting of the first two columns of matrix V. 
· In general, if the channel matrix H slightly changes, the V matrix may completely change. However, the null-space of the system only slightly changes. In other words, the old optimal pre-coding matrix has little projection over the null-space of the new channel matrix.

Here is an example of generating a differential codebook from a one-layer codebook. 
· Assume 
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 as an arbitrary codebook with 
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 codewords denoted by 
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· The normalized inner product of 
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 is defined as 
[image: image10.wmf]j

H

i

j

i

c

c

c

c

>=

<

,

. The normalized inner product is used as a criterion (but not the only one) to show how each two codewords are correlated. For a multi-layer closed-loop transmission, the inner product is defined by 
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 is defined as a set of the first 
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 indexes of the codewords which have the highest correlation with 
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 bits of memory. A codebook is presented completely by the pair 
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To differentially encode a pre-coding matrix, consider 
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 as a sequence of codeword indexes selected from the codebook 
[image: image24.wmf])

,

(

S

C

. Since 
[image: image25.wmf]1

-

n

i

c

 and 
[image: image26.wmf]n

i

c

 are supposed to be highly correlated, we assume that 
[image: image27.wmf]n

i

 is an element of 
[image: image28.wmf]1

-

n

i

S

. If 
[image: image29.wmf]n

i

 is the 
[image: image30.wmf]k

th element of 
[image: image31.wmf]1

-

n

i

S

, then 
[image: image32.wmf]k

k

n

=

 is the encoded signal transmitted over the feedback channel [1,2].

4 Benefits of Differential Encoding
4.1 Lowering feedback overhead and complexity
In a codebook closed loop system, the codebook search over each resource block (RB) can be performed over a subset of the codebook with elements close to the original codeword. This results in lower feedback overhead and computational complexity of the codebook search. For example, by using this method, only 3 bits are required to transmit information of the channel offset index when each codeword is highly correlated with the other 7 neighbors among the codebook. The codebook may have 64 (or more) codewords, which require 6 bits (or more) to be represented.

4.2 Improving the performance

In a closed loop system with more transmit antennas than receive antennas, the main purpose of pre-coding is to avoid the null-space. Using a pre-coding matrix rather than the optimal one results in a portion of power to be transmitted over the null-space. This portion increases as the size of the codebook decreases. Figure 1 compares the performance of a closed loop system when the optimal pre-coding, a codebook of size 64 or a codebook of size 16 is used [3]. It also shows the performance of closed-loop antenna selection scheme. The simulation results are based on the following parameters.
· Channel bandwidth = 10 MHz

· Number of used bandwidth = 48 sub-carriers
· FFT size = 1024

· Sampling frequency = 15.36 MHz
· Channel model TU-1 with 3 Km/h
· Cyclic Prefix: 72 samples

· Localized partial band assignment 

· Total number of data tones: 1024

· Receiver: MMSE

· Sub-band width = 12 sub-carriers 

· Feedback update period: 2 msec

· Feedback delay: 4 msec
· MCS set:

Table1: MCS set used for simulation

	# of Layers
	Coding Rate
	Modulation
	Rate, bit/sub-carrier

	1
	1/2
	QPSK
	1

	2
	1/2
	16-QAM
	4

	2
	2/3
	64-QAM
	8
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Figure 1. Comparison of 16- and 64-level pre-coder quantization on the performance of SVD/BF
As shown in Figure 1, using a 6-bit codebook improves the performance of the closed-loop scheme by about 0.7 dB compared to a 4-bit codebook at the cost of more feedback overhead. In order to limit the feedback overhead, one can use a 4-bit differential codebook consisting of the codewords of the 64-level codebook. This codebook possesses the feedback overhead of the 4-bit codebook while approaching the performance of the 6-bit codebook.
4.3 Multiple pre-coding matrices per resource block and higher feedback update rate
Although adjacent data tones experience similar channel matrices, there is a slight difference in the channel matrices over a resource block. As a result, an optimum pre-coding matrix of a data tone is not optimum for the adjacent data tones. Figure 2 shows the effect of the resource block bandwidth on the performance of a closed-loop system. The simulation parameters are the same as in Figure 1 except that the RB size can be 12 or 24 subcarriers. 
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Figure 2. Effect of sub-band width on the performance of different closed loop
As shown in this Figure, a wider RB means lower performance. Therefore, it is reasonable to have more frequency resolution in the feedback information (i.e. multiple pre-coders per user or even multiple pre-coders in each RB.) However, the feedback overhead is proportional to the resolution of pre-coders in time and frequency. Using a differential pre-coding codebook enables us to increase the pre-coding resolution in both time and frequency directions. 

· For example, a system with a 6-bit codebook per RB has the same feedback overhead as a 3-bit differential codebook extracted from the 6-bit codebook if we decrease the RB size by half. However, the latter system benefits from a higher feedback frequency resolution. 
· Alternatively, we can increase the feedback update rate by a factor of two with a 3-bit differential codebook instead of a 6-bit codebook. 
A differential codebook suffers from error propagation like any other differential method. A periodic codeword reset [2] helps preventing feedback channel errors from propagation. Another way to protect the closed-loop system from feedback error is using beacon pilots [4]. 

5 Conclusion 
The feedback overhead and complexity of a closed-loop codebook system increase with the size of the codebook. Since the channel variations in time and frequency are slow, a differential codebook improves the performance of the system with a reasonable feedback overhead and complexity. The benefits of a differential encode includes:
· Lowering the feedback overhead and the complexity

· Improving the performance of the closed-loop system

· Offering the possibility of multiple pre-coders per RB

References
[1]
Nortel, “Differential encoding/decoding for an arbitrary codebook,” R1-060660, 3GPP TSG-RAN Working Group 1 Meeting #44, Denver, Colorado USA, 13th – 17th February 2006.
[2] 
Nortel,  “Error free encoder for a differential code,” R1-060661, 3GPP TSG-Ran Working Group 1 Meeting #44,
Denver, Colorado US, 13th – 17th February 2006.
[3]
 Nortel, “Study of the feedback overhead on the performance of closed loop schemes for 4-branch LTE,” R1-062143, 3GPP TSG-Ran Working Group 1 Meeting #46, Tallinn, Estonia, 28th August– 1st September, 2006.

[4]
Nortel, “On codebook index feedback and beamforming matrix verification,” R1-063110, 3GPP TSG-Ran Working Group 1 Meeting #47, Riga, Latvia, 6th – 10th November, 2006.
[5]
Nortel, “Codebook for LTE Downlink Closed-Loop MIMO,” R1-063109, 3GPP TSG-RAN Working Group 1 Meeting #47, Riga, Latvia, 6th – 10th November, 2006.































































































































































PAGE  
1

_1200488212.unknown

_1200488549.unknown

_1223730194.unknown

_1223731700.unknown

_1223731907.unknown

_1223800177.unknown

_1223731722.unknown

_1223731727.unknown

_1223731706.unknown

_1223730217.unknown

_1200488591.unknown

_1200488638.unknown

_1200488674.unknown

_1223730160.unknown

_1200488650.unknown

_1200488623.unknown

_1200488565.unknown

_1200488304.unknown

_1200488461.unknown

_1200488530.unknown

_1200488405.unknown

_1200488248.unknown

_1200488267.unknown

_1200488226.unknown

_1200487880.unknown

_1200488118.unknown

_1200488158.unknown

_1200487698.unknown

_1200487860.unknown

