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1. Introduction

In the Riga RAN1#47 meeting, the number of P-SCH sequences was discussed. But we did not reach a conclusion on this issue. As some companies proposed [1]

 REF _Ref154892044 \r \h 
[2], the cell search performance is improved by introducing a multiple P-SCH scheme, and the performance of one cell-common P-SCH scheme in a synchronous network may have some performance issues. In [3], we proposed a 3xP-SCH structure which allowed any one sector to be selected from among the sectors controlled by one Node-B (i.e. so-called “cell of cells”).
During the discussion in the RAN WG1 #47 Tallinn meeting, some companies which supported a single P-SCH raised concerns about the complexity of multiple P-SCH schemes. In this contribution, we address these concerns and present results on the relative complexity of the initial cell search, comparing a single P-SCH scheme and a 3xP-SCH scheme. We also update the cell-search performance simulation results of [3]. The 3xP-SCH structure introduced in this contribution can be detected using either auto-correlation timing detection (AC) or cross-correlation timing detection (CC) or a hybrid detection (HD) method. The hybrid detection method can significantly reduce the complexity compared to CC. Additionally the multiple P-SCHs structure in this contribution has the benefit of identifying the sectors without an increase in the detection complexity.

The 3xP-SCH structure and the detection method are described in section 2, and the complexity of the 3x structure and the simulation results are analyzed in section 3.
2. P-SCH Structure
2.1. Multiplexing of P-SCH and S-SCH
This is aligned with the RAN1 agreed working assumption - the P-SCH and S-SCH are multiplexed in the same sub-frame by TDM. The identical P-SCH is transmitted 2x per 10ms. The S-SCH symbol is also transmitted 2x per 10ms. It is preferred that the P-SCH symbol and the S-SCH symbol are located at the last symbol and 2nd last symbol of sub-frame to improve the S-SCH detection performance by using P-SCH as a reference, i.e. coherent detection.
2.2. 3xP-SCH Structure

In this section, the 3xP-SCH structure is described (Figure 1).
The P-SCH is mapped onto every other sub-carrier except the DC sub-carrier. In this mapping scheme, periodic waveforms appear within an OFDM symbol duration. With such a P-SCH structure, P-SCH symbol timing can be detected by either the auto-correlation of periodic waveforms in the P-SCH symbol duration or cross-correlation of the received signal and the P-SCH replica signal in the time domain. The cross-correlation detection method has higher complexity than the auto-correlation detection method generally. The hybrid timing detection scheme, which is a combination of the auto-correlation detection method and the cross-correlation detection method, alleviates the complexity of timing detection by limiting the observation window of the cross-correlation detection. (Although the cyclic-delayed waveforms cause undesirable peaks at the timing detection stage using the cross-correlation method, the hybrid detection method can avoid performance degradation by limiting the observation window using auto-correlation detection).
Thereby, although its complexity is similar to the auto-correlation-based detection scheme, the hybrid method achieves better performance than the auto-correlation detection method.
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Figure 1 Sector Allocated P-SCH structure in frequency domain
The Frank sequence [4] which is one of the low complexity sequences, is employed as the P-SCH sequence, with a length N of 16. The repeated Frank sequence with DC puncturing is mapped onto every other sub-carrier (see Annex A.4.) [5]
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[6]. 
Figure 2 shows the 3x orthogonal P-SCH structure in time domain. A phase rotation of 0, /2, and  corresponding to sectors #1, #2, and #3 respectively is applied to all P-SCH sub-carriers within a sector. The P-SCHs have 1/8 and 1/4 symbol cyclic-delayed waveform for sector #2 and sector #3, respectively, in the time domain.
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Figure 2 P-SCH structure based on Frank sequence in time domain
3. Complexity and Performance
In this section, the complexity for the single P-SCH and the 3xP-SCH schemes is evaluated. Simulation results of the cell search-time performance are also given. We compare three types of P-SCH structures and cell search methods for comparison in the evaluation -
1xP-SCH with CC - cross-correlation detection method with one Frank sequence.
1xP-SCH with HD - hybrid detection method with one Frank sequence.
3xP-SCH with HD - hybrid detection method with three sector-allocated sequences based on one Frank sequence, as described in section 2.
The details of these schemes, simulation conditions and the simulation method are given in the Annex A.1.
3.1. Complexity Comparison between 1xP-SCH and 3xP-SCH
The complexity is a very important topic in addition to performance for cell search, regarding which concerns were expressed in the previous RAN1 meeting. We evaluated the relative complexity of the 3xP-SCH compared with the 1xP-SCH, and the results are described in Table 1. The detailed particulars for comparing the methods are in the Annex A.2.
As can be seen in Table 1, when HD is introduced for both 1xP-SCH and 3xP-SCH the complexity of the 1xP-SCH is approximately the same as the 3xP-SCH, and the complexity of 3xP-SCH with HD is about a half of that of 1xP-SCH with CC. This comparison takes into account the reduction in complexity resulting from the Hybrid method and the use of Frank sequences as described in section 2 above.
It should be noted that the 3xP-SCH allows a 3 sector-identification with no increase in complexity compared to the 1xP-SCH, which is a benefit of 3xP-SCH.
Table 1 Complexity comparison for 1x and 3xP-SCH methods
	Detection method
	Complex multiplications per sample
(k=1)
	Modulus computations per sample
(k=1)
	Addition computations per sample

(k=1/16)
	Number of sampling points per frame
	Total complexity
	Relative complexity

	1P-SCH
by CC
	0
	2
	32
	9600
	38400
	1.871

	1P-SCH
by HD
	AC part
	1
	1
	2
	9600
	23442
	1.142

	
	CC part
	0
	2
	32
	7
	
	

	3P-SCH
by HD 
	AC part
	1
	1
	2
	9600
	20526
	1

	
	CC part
	0
	2
	323
	7
	
	


3.2. Cell Search Performance

Figure 3 shows the cell search-time performance for the initial cell search in a 7 cell model. In this simulation, the UE is randomly located for every trial. Figure 3(a) and (b) show the cell search-time performance in a tightly synchronized network at fD=5.55Hz and fD=55.5Hz, respectively. It can be seen that the performance of the three types is approximately similar, in fact the 1xP-SCH has slightly better performance.

The timing detection method has more of an impact on the performance than the single or Multi P-SCH, as discussed in Annex A.3.
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Figure 3  Cell search performance

However, the 3x P-SCH allows detection of a 3x sector-ID with roughly similar (a very little reduction in) performance without use of the DL RS.  Thus a 3xP-SCH should be considered, as a means of reducing the total cell search task.
4. Conclusions

In this document, the complexity and cell search-time performance of the 3xP-SCH structure and the detection method were evaluated in comparison with the 1xP-SCH scheme.

The 3xP-SCH has been shown to have low computational complexity to perform the cell search. The evaluation and simulation results showed that the UE complexity and the cell search performance are approximately similar for the 3x multiple P-SCH and the 1x single P-SCH schemes. This is an acceptable and small price for the sector identification advantage of the 3xP-SCH scheme.
Thus, a 3xP-SCH structure for the 1st step of initial cell search should be considered for its sector identification advantage.
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Annex A
A.1.
SCH Structure
A.1.1.
Multiplexing of P-SCH and S-SCH

This is aligned with the RAN1 agreed working assumption - the P-SCH and S-SCH are multiplexed in the same sub-frame by TDM. The identical P-SCH is transmitted 2x per 10ms. The S-SCH symbol is also transmitted 2x per 10ms. It is preferred that the P-SCH symbol and the S-SCH symbol are located at the last symbol and 2nd last symbol of sub-frame to improve the S-SCH detection performance by using P-SCH as a reference, i.e. coherent detection.
A.1.2.
P-SCH Structures

We assume three types of cell search method and P-SCH structures for comparison in this simulation.

Two P-SCH symbols with 1.25 MHz transmission bandwidth are multiplexed to the last OFDM symbol at the 1st and 11th sub-frame in one frame.
(1)
The 3xP-SCH Structure with Hybrid Detection
This structure has 31 P-SCH sub-carriers and the P-SCH is multiplexed on every other sub-carrier. Due to the usage of the even function sub-carriers, the same P-SCH waveforms appear in the time domain within an OFDM symbol duration. The Frank sequence is used for the P-SCH sequence. A sector allocated P-SCH is generated by adding phase rotation. For the CDM, a phase rotation of 0, /2, and  is applied to every alternate P-SCH sub-carrier for sectors #1, #2, and #3, respectively.
The coarse symbol timing detection is performed by taking the auto-correlation of periodic waveforms of the P-SCH in time domain. Then, the cross-correlation detection is performed for fine symbol timing detection during a limited observation window.

The sector identification is performed in frequency domain by despreading.
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Figure 4 3xP-SCH structure
(2)
Single-P-SCH Structure for Comparison with Cross-correlation Detection

In this structure, all assumptions are aligned with the 3xP-SCH structure, except that a cell common P-SCH is employed instead of a sector-allocated P-SCH. The cross-correlation detection method is employed for the P-SCH timing detection, so sector identification is performed using RS.
(3)
Single-P-SCH Structure for Comparison with Hybrid Detection

This structure is the same as (2). But, the hybrid detection method is employed for the timing detection.
A.1.3.
S-SCH Structures

We apply the two-layered S-SCH in this simulation [5]. The two-layered S-SCH consists of two interleaved Walsh sequences and one CAZAC sequence. Each Walsh sequence has 32 code length, so total sequence number is 1024. CAZAC sequence can be used for frame timing detection, as two common sequences are employed (i.e. One is for 1st SCH in 1st sub-frame and the other is for 2nd SCH in 11th sub-frame.).
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Figure 5 Two-layered S-SCH structure

Table 2 lists the SCH structure characteristics. 
Table 2 P-SCH structure characteristics
	Parameter
	3x Structure
with HD
	1x Structure
with CC
	1x Structure
with HD

	Number of P-SCH sub-carriers
	31
(42 null sub-carriers)

	Timing detection method
	hybrid
	cross-correlation
	hybrid

	Number of P-SCH sequences
	3 (sector allocated)
	1

	P-SCH sequence
	Frank sequence

	Cross-correlation observation window
	7 samples
	9600 samples
	7 samples

	S-SCH sequence
	2 Walsh sequences and 1 CAZAC sequence

	Sector identification
	P-SCH
	RS


A.1.4.
Simulation Conditions

Table 3 shows the common simulation parameters for each simulation case. The P-SCH bandwidth is assumed as 1.08MHz (i.e. 73 sub-carriers) and the carrier frequency is assumed to be 2GHz. The total transmission power of the SCH symbol is the same for each structure.

Based on the agreed simulation assumption in [8], we employed a multi-cell model to evaluate the cell search performance.
Table 3 Common simulation parameters

	Parameter
	Assumption

	Multi-cell model
	7 cell sites, 3 cells per site

	Inter-site distance
	1732 m

	Carrier frequency
	2 GHz

	Sub-carrier spacing
	15 kHz

	CP
	10 samples

	Channel models
	Typical Urban 6 rays (3km/h, 30km/h)

	Node-B transmission power
	43 dBm

	Node-B antenna pattern and gain
	70-degree sectored beam, 14 dBi

	Distance dependent path loss
	128.1 + 37.6 log10(r)

	Shadowing correlation
	8 dB

	Shadowing correlation
	0.5 (inter-site) / 1.0 (intra-site)

	Penetration loss
	20 dB

	Number of Tx / Rx antennas
	1 / 2

	UE antenna gain
	0 dBi

	UE noise figure
	9 dB

	Thermal noise density
	-174 dBm/Hz

	Frequency offset
	±5 ppm : modeled as uniform random variable

	Timing offset
	±7 samples : uniformly distributes in one frame

	Averaging period for timing detection (CC)
	1 frame

	Averaging period for S-SCH detection
	1 frame

	Averaging period for coarse timing detection (HD)
	1 frame

	Averaging period for fine timing detection and S-SCH detection (HD)
	1 frame

	Network synchronization
	synchronous


To evaluate the sector identification, we assume RS parameters described in Table 4. The RS is used for sector identification only in the initial cell search of our simulation, i.e., the scrambling code is identified by S-SCH. The despreading is performed for the sector identification and averaged during two sub-frames in which P-SCH and S-SCH are located.
Table 4 RS parameters for the 1xP-SCH with CC structure
	Parameter
	Assumption

	Number of RS sub-carriers
	12

	Number of RS symbols per sub-frame
	2

	Transmission power ratio of RS to data
	+3 dB

	Averaging period for timing detection
	2 sub-frames in 1 frame

	Orthogonal sequence
	Phase-rotated

	Number of candidates of Scrambling code / orthogonal sequence
	1 / 3


A.2.
Complexity

The complexity is a very important topic in addition to performance. In this section, we will describe the complexity of the 3xP-SCH and detection method.
A.2.1.
Hybrid Timing Detection Method

We proposed the hybrid detection method [7] which is employed as the timing detection method for E-UTRA cell search. The coarse symbol timing detection is performed by taking the auto-correlation of periodic waveforms of the P-SCH in time domain. And the frequency offset is compensated at the same stage. Then, the cross-correlation detection is performed for fine symbol timing detection during a limited observation window. 2-part power summation can help the cross-correlation detection to achieve good performance.

In this section, the complexity of the timing detection method is analyzed. The calculation amount for timing detection method is estimated for the auto-correlation detection method (AC), the cross-correlation detection (CC) method and the hybrid detection method (HD), respectively. We assume that the P-SCH is transmitted twice a frame and 2-part detection is employed for the cross-correlation detection method. The number of sampling points per symbol is 64, as the sampling frequency is lowered to 0.96MHz by downsampling.
To reduce the complexity of the cross-correlation detection, the computations of the correlation can be implemented with adders and inverters. This computation method needs 32 adders for the proposed Frank sequence in this case. If the frequency offset compensation is not performed, the addition can be implemented by only real part or imaginary part for each sampling point.

Table 5 shows complexity comparison for different timing detection methods. We focus on the calculation amount which has a strong impact on power consumption. In this estimation, we assume that 8 bits signal is utilized and the complexity of complex multiplication has 16 times higher than the one of complex addition computation. For complex multiplications and modulus computations, complexity factor k is equal to 1. For addition computations, k is equal to 1/16.
For AC per sample, one complex multiplication and one modulus computation are calculated, and then one addition and one subtraction to/from latest correlation value are calculated.
For HD, the complexity of AC part and the complexity of CC part which is performed for limited observation window (i.e. 7 points in this case) are consumed. The adders and inverters are utilized for CC part of HD.

Table 5 Complexity comparison for the timing detection methods
	Detection method
	Complex multiplications per sample
(k=1)
	Modulus computations per sample
(k=1)
	Addition computations per sample

(k=1/16)
	Number of sampling points per frame
	Total complexity
	Relative complexity

	Typical sequence
by CC
	64
	2
	0
	9600
	633600
	30.868

	Frank sequence
by CC
	0
	2
	32
	9600
	38400
	1.871

	Any sequence
by AC
	1
	1
	2
	9600
	20400
	0.994

	Frank sequence
by HD
	AC part
	1
	1
	2
	9600
	23442
	1.142

	
	CC part
	0
	2
	32
	7
	
	

	Typical sequence3
by HD
	AC part
	1
	1
	2
	9600
	23172
	1.129

	
	CC part
	643
	23
	0
	7
	
	

	Frank sequence3
by HD 
	AC part
	1
	1
	2
	9600
	20526
	1

	
	CC part
	0
	2
	323
	7
	
	


From Table 5, AC has the lowest complexity and the complexity of HD is the almost same as the one of AC. Meanwhile, CC with typical sequence has the highest complexity and CC with Frank sequence has a slightly higher complexity than AC’s.

According to this analysis, the complexity of the timing detection can be decreased sufficiently by limiting the cross-correlation observation duration regardless of the number of P-SCH sequences.

A.2.2.
UE Correlator

The 3xP-SCH structure multiplexed by CDM has a lower complexity than the 1xP-SCH method (e.g. the structure multiplexed by FDM, the structure constructed from individual sequence e.g. GCL, ZC, and Walsh sequence), because the waveforms of the 3xP-SCH symbols in the time domain have a relationship of “cyclic-delayed” in addition to using Frank sequence which is detected by cross-correlation using adders and inverters.
To reduce the complexity, various proposals have recently been presented on the topic of P-SCH sequences. In this contribution, we show two correlators for example. 

Figure 6 shows the correlator which consists of three independent filters using adders and inverters. The complexity is slightly increased, as CC is performed using adder and inverter.
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Figure 6 Multiple P-SCH correlator with 3 independent filters
Figure 7 shows the correlator which consists of four partial filters. Each filter is for different 1/8 P-SCH symbol duration. Because the 3xP-SCH symbols have periodic waveforms and a relationship of “cyclic-delayed”, four 1/8 P-SCH filters are needed. But additional delay and summation blocks are needed in stead of the reduction of calculation amount.
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Figure 7 Multiple P-SCH correlator with 4 partial filters
A.2.3.
DL Reference Signal
The 3xP-SCH structure can identify the sector index without reference signal (RS), although RS may help the sector identification in combination with the 3xP-SCH. If RS is used for initial cell search, additional buffering and FFT processes are required. To reduce the complexity of initial cell search, it is better that the usage of RS for initial cell search is not mandatory.

A.3.
Timing Detection Performance
Figure 8 shows the timing detection performance using a 7 cell model. In this simulation, the UE is randomly located in every trial. Figure 8(a) and (b) show the performance in a tightly synchronized network at fD=5.55Hz and fD=55.5Hz, respectively. The timing detection is declared to be successful when the detected timing is within the CP length. The performance of the 1xP-SCH with CC is slightly better than that of the 3x structure, and we can see this improvement is mainly brought from the difference in the timing detection methods, not the number of P-SCH sequences.
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Figure 8 Timing detection performance comparison

A.4.
Frank Sequences for P-SCH

The Frank sequence with the length of N (=m2) can be generated by the following equations.
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where r is the natural number which is relatively prime to m.

Table 6shows approximated signal in time domain after DC puncturing in frequency domain. The sequences are mapped twice in time domain with zero insertion to each sample point.
A phase rotation of 0, /2, and  corresponding to sectors #1, #2, and #3 respectively is applied to all P-SCH sub-carriers within a sector. The P-SCHs have 1/8 and 1/4 symbol (8 points and 16 points) cyclic-delayed waveform for sector #2 and sector #3, respectively, in the time domain.

Table 6 Time domain signal after DC puncturing with approximation (N=16, r=1)
	
	Sector#1
	Sector#2
	Sector#3

	Time index
	Real
	Imag
	Real
	Imag
	Real
	Imag

	0
	0
	-1
	1
	0
	0
	1

	1
	0
	0
	0
	0
	0
	0

	2
	-1
	0
	1
	0
	-1
	0

	3
	0
	0
	0
	0
	0
	0

	4
	0
	1
	1
	0
	0
	-1

	5
	0
	0
	0
	0
	0
	0

	6
	1
	0
	1
	0
	1
	0

	7
	0
	0
	0
	0
	0
	0

	8
	-1
	0
	0
	-1
	1
	0

	9
	0
	0
	0
	0
	0
	0

	10
	1
	0
	-1
	0
	1
	0

	11
	0
	0
	0
	0
	0
	0

	12
	-1
	0
	0
	1
	1
	0

	13
	0
	0
	0
	0
	0
	0

	14
	1
	0
	1
	0
	1
	0

	15
	0
	0
	0
	0
	0
	0

	16
	0
	1
	-1
	0
	0
	-1

	17
	0
	0
	0
	0
	0
	0

	18
	-1
	0
	1
	0
	-1
	0

	19
	0
	0
	0
	0
	0
	0

	20
	0
	-1
	-1
	0
	0
	1

	21
	0
	0
	0
	0
	0
	0

	22
	1
	0
	1
	0
	1
	0

	23
	0
	0
	0
	0
	0
	0

	24
	1
	0
	0
	1
	-1
	0

	25
	0
	0
	0
	0
	0
	0

	26
	1
	0
	-1
	0
	1
	0

	27
	0
	0
	0
	0
	0
	0

	28
	1
	0
	0
	-1
	-1
	0

	29
	0
	0
	0
	0
	0
	0

	30
	1
	0
	1
	0
	1
	0

	31
	0
	0
	0
	0
	0
	0

	32
	0
	-1
	1
	0
	0
	1

	33
	0
	0
	0
	0
	0
	0

	34
	-1
	0
	1
	0
	-1
	0

	35
	0
	0
	0
	0
	0
	0

	36
	0
	1
	1
	0
	0
	-1

	37
	0
	0
	0
	0
	0
	0

	38
	1
	0
	1
	0
	1
	0

	39
	0
	0
	0
	0
	0
	0

	40
	-1
	0
	0
	-1
	1
	0

	41
	0
	0
	0
	0
	0
	0

	42
	1
	0
	-1
	0
	1
	0

	43
	0
	0
	0
	0
	0
	0

	44
	-1
	0
	0
	1
	1
	0

	45
	0
	0
	0
	0
	0
	0

	46
	1
	0
	1
	0
	1
	0

	47
	0
	0
	0
	0
	0
	0

	48
	0
	1
	-1
	0
	0
	-1

	49
	0
	0
	0
	0
	0
	0

	50
	-1
	0
	1
	0
	-1
	0

	51
	0
	0
	0
	0
	0
	0

	52
	0
	-1
	-1
	0
	0
	1

	53
	0
	0
	0
	0
	0
	0

	54
	1
	0
	1
	0
	1
	0

	55
	0
	0
	0
	0
	0
	0

	56
	1
	0
	0
	1
	-1
	0

	57
	0
	0
	0
	0
	0
	0

	58
	1
	0
	-1
	0
	1
	0

	59
	0
	0
	0
	0
	0
	0

	60
	1
	0
	0
	-1
	-1
	0

	61
	0
	0
	0
	0
	0
	0

	62
	1
	0
	1
	0
	1
	0

	63
	0
	0
	0
	0
	0
	0


Table 7 Frequency domain signal

	
	Sector#1
	Sector#2
	Sector#3

	Freq index
	Real
	Imag
	Real
	Imag
	Real
	Imag

	0(DC)
	0
	0
	0
	0
	0
	0

	1
	0
	0
	0
	0
	0
	0

	2
	sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)

	3
	0
	0
	0
	0
	0
	0

	4
	-sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)
	sqrt(1/2)

	5
	0
	0
	0
	0
	0
	0

	6
	0
	-1
	1
	0
	0
	1

	7
	0
	0
	0
	0
	0
	0

	8
	0
	1
	0
	1
	0
	1

	9
	0
	0
	0
	0
	0
	0

	10
	-sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)

	11
	0
	0
	0
	0
	0
	0

	12
	sqrt(1/2)
	sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)

	13
	0
	0
	0
	0
	0
	0

	14
	0
	-1
	1
	0
	0
	1

	15
	0
	0
	0
	0
	0
	0

	16
	-1
	0
	-1
	0
	-1
	0

	17
	0
	0
	0
	0
	0
	0

	18
	sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)

	19
	0
	0
	0
	0
	0
	0

	20
	sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)
	-sqrt(1/2)

	21
	0
	0
	0
	0
	0
	0

	22
	0
	-1
	1
	0
	0
	1

	23
	0
	0
	0
	0
	0
	0

	24
	0
	-1
	0
	-1
	0
	-1

	25
	0
	0
	0
	0
	0
	0

	26
	-sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)

	27
	0
	0
	0
	0
	0
	0

	28
	-sqrt(1/2)
	-sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)

	29
	0
	0
	0
	0
	0
	0

	30
	0
	-1
	1
	0
	0
	1

	31
	0
	0
	0
	0
	0
	0

	32[-32]
	1
	0
	1
	0
	1
	0

	33[-31]
	0
	0
	0
	0
	0
	0

	34[-30]
	sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)

	35[-29]
	0
	0
	0
	0
	0
	0

	36[-28]
	-sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)
	sqrt(1/2)

	37[-27]
	0
	0
	0
	0
	0
	0

	38[-26]
	0
	-1
	1
	0
	0
	1

	39[-25]
	0
	0
	0
	0
	0
	0

	40[-24]
	0
	1
	0
	1
	0
	1

	41[-23]
	0
	0
	0
	0
	0
	0

	42[-22]
	-sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)

	43[-21]
	0
	0
	0
	0
	0
	0

	44[-20]
	sqrt(1/2)
	sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)

	45[-19]
	0
	0
	0
	0
	0
	0

	46[-18]
	0
	-1
	1
	0
	0
	1

	47[-17]
	0
	0
	0
	0
	0
	0

	48[-16]
	-1
	0
	-1
	0
	-1
	0

	49[-15]
	0
	0
	0
	0
	0
	0

	50[-14]
	sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)

	51[-13]
	0
	0
	0
	0
	0
	0

	52[-12]
	sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)
	-sqrt(1/2)

	53[-11]
	0
	0
	0
	0
	0
	0

	54[-10]
	0
	-1
	1
	0
	0
	1

	55[-9]
	0
	0
	0
	0
	0
	0

	56[-8]
	0
	-1
	0
	-1
	0
	-1

	57[-7]
	0
	0
	0
	0
	0
	0

	58[-6]
	-sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)

	59[-5]
	0
	0
	0
	0
	0
	0

	60[-4]
	-sqrt(1/2)
	-sqrt(1/2)
	sqrt(1/2)
	sqrt(1/2)
	-sqrt(1/2)
	-sqrt(1/2)

	61[-3]
	0
	0
	0
	0
	0
	0

	62[-2]
	0
	-1
	1
	0
	0
	1

	63[-1]
	0
	0
	0
	0
	0
	0
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