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1 Introduction

As a way to improve performance and reduce UE complexity, precoding has been considered in LTE. To reduce the feedback overhead codebook based precoding has been decided to be adopted for LTE FDD. For the precoding codebook design, it is necessary to achieve high precoding gain, lower feedback overhead and flexibility to support various antenna configurations and different numbers of data streams. In this contribution we present the precoding codebook construction method for 4x4 or 4x2 antenna configurations and provide link level results.
2 Codebook Design based on Direct Quantization
2.1 Precoding Overview
For the codebook based precoding scheme, the pre-coder is a quantized version of the right singular matrix V of the channel, singular value decomposition (SVD) of the channel matrix needs to be performed. The UE select a preferred precoding matrix/vector from the codebook and feedback the pre-coder index to Node B. For 4x4 or 4x2 antenna configuration, the performance of each data stream will be different due to the various quality of each spatial sub-channel assigned to the data stream, good performance will be obtained usually when only two data streams are transmitted. In this case the UE only need to feed back the first two column vectors of V. The detailed method of using precoding weight is described in Figure 1.
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Figure 1 2 streams precoding
2.2 Direct Qautization Method
For a random 4x4 V matrix, 
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,
the first i column vectors of V need to be fed back when i (i=1,2,3,4) data stream(s) is transmitted. The quantization of V is divided into amplitude quantization and phase quantization. The main idea of direct quantization is specially dealing with the maximal amplitude value. The amplitude quantization method for each column vector is detailed as following: 

· Find out the element that has the maximum norm from one column vector;

· Feed back the index of this element to Node B, the feedback overhead is 2bits. For example, the element with maximum norm in the first column vector is the fourth element; the UE will feed back 11;
· The Node B reconstructs the amplitude of this column vector according to the feedback information. The norm of the element located in the feedback index is fixed as
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should be determined by simulating and measuring the channel, according to the random measuring results, the preferred value of 
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is 0.74.
The phase quantization method for each column vector is detailed as following: 

· The phase of element with maximum norm is quantized by
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and the overhead will be 3bits for this phase feedback. 
· Except for the phase of element with maximum norm, the other three element’s phases in the column vector are quantized by
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. The overhead will be 6bits for these three phase feedback.
When quantization is performed, the starting point of angle can be any value. Furthermore, for some SVD algorithms, the phase of the first element in each column vector has only two choices: 0 or
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, thereby the phase feedback overhead for the first element in each column can be reduced 1bit. 
After amplitude and phase quantization, the quantized matrix is performed Schmidt orthogonalization at Node B side.
According to this direct quantization method, the quantization feedback overhead is 10 or 11bits for one stream case. Due to the independent of each column vector, when i (i=1,2,3,4) data stream(s) is transmitted the total feedback overhead for i stream(s) is i times to the overhead of one stream.
3 Quantization based on Householder Matrix
In this section, we describe the quantization method when the original V is transformed by Householder matrix. The purpose of using Householder transformation is reducing the required feedback element, thereby reducing the feedback overhead. 
A Householder reflection matrix [1] is constructed as
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. Note that if the element v(1,1) is complex number, 
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is needed when 
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 is generated. For a 4x4 V matrix, the required feedback elements that need to be quantized are signed with blue frames and circles in following when Node B reconstructs the codebook. 
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After Householder transformation, the matrix V is denoted as
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The new matrix 
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 is continued to transform by the same fashion with V, then
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, well then
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Where the norm of 
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is 1, thus only the phase 
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need to be fed back.
From the above description, it can be seen that there are nine elements (
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) need to be fed back to Node B. For quantizing these nine elements, refers to the direct quantization method described in section 2.2. 

· To quantize the first column vector of V, the same method is used with section 2.2. The feedback overhead is 11bits.
· To quantize the first column vector of 
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described in section 2.2 is 0.8, the norm of the other two elements are both
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· To quantize the first column vector of 
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For quantizing four phases
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, each phase is quantized by
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, the total feedback overhead is 12bits. But note that
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From the above analyzing, compared with direct quantization method the feedback overhead can be reduced effectively by using Householder transformation when 3 or 4 streams are transmitted. However, due to the quantization error of
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, the performance will be degraded by the cumulating error. The feedback reduction is at the cost of performance.
4 Simulation Parameters and Results

4.1 Simulation Parameters
Table 1 lists the simulation parameters assumed in the evaluations.
Table 1 Simulation parameters
	System bandwidth
	10 MHz

	Number of sub-carriers
	601

	Sub-carrier spacing
	15 kHz

	Resource block bandwidth
	180 kHz (12 sub-carriers)

	Symbol duration
	Effective data
	66.67 sec

	
	Cyclic prefix
	4.75 sec

	Transmission Time Interval (TTI)
	1.0 msec (14 OFDM symbols)

	Data modulation
	QPSK

	Channel coding rate
	R = 1/3

	Channel coding / decoding
	Turbo coding (K = 4) / Max-Log-MAP decoding

	Codeword scheme
	Multiple codewords (MCW)


	Number of antennas
	4-by-4 MIMO

	Channel model
	PA

	Maximum Doppler frequency
	fD = 5.55 Hz (v = 3 km/h)

	Channel estimation
	Real

	Signal detection
	MMSE-SIC

	Control delay in AMC and 
pre-coding matrix update
	1 TTI (= 1 msec)

	Hybrid-ARQ
	None


4.2 Simulation Results

In this section, the simulation result is given when different construction of precoding matrices is used for 2 stream case. Figure 2 is the total BER curve of two streams and Figure 3 is the BER curve of each stream. Where the method 1 denotes direct quantization. From Figure 2 and Figure 3 it can be observed that the direct quantization method and quantization based on Householder matrix can obtain similar performance for 2 stream case, and the performance of these two methods can approach the SVD performance.
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Figure 2 Total BER of two streams when different construction of precoding matrices is used
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Figure 3 BER of each streams when different construction of precoding matrices is used
5 Conclusion

In this contribution, we present the direct quantization method and Householder matrix based quantization method for codebook design. From above analyzing it can be conclude that the performance and feedback overhead of these two methods are similar when 1 or 2 streams are transmitted. When 3 or 4 streams are transmitted the feedback overhead can be reduced by using Householder matrix based quantization, however, the performance maybe degraded due to the cumulating error, and the complexity is some higher than direct quantization method.
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