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1 Introduction
Conventional channel coding shortening and puncturing simply solve two problems for high throughput and tail-biting turbo coding:

· Contention-free interleaver length is the multiple of the parallelism degree
· Rel’6 turbo coding can not encode data length which is multiple of 7 [2,3]. 
The shortening and puncturing enlarges data length to fit interleaver length and avoids awkward lengths.
We further provide various co-designs with the existing channel coding scheme. The corresponding examples are also shown.
2 Shortening and puncturing
2.1 Shortening and puncturing
Shortening and puncturing avoid turbo coding unencodable data length and match the desired codeword length. Shortening inserts dummy bits to encode and removes the corresponding dummy bits. Applying shortening enlarges data length and avoids unencodable length i.e. encoding shorter data length by the larger code. Puncturing removes the parity bits to achieve the desire code rate and codeword length. Therefore shortening and puncturing are effective and low cost solutions to enhance high throughput and tail-biting turbo coding capability in terms of input data length.
Fig. 1 shows an example of shortening and puncturing to fit the encoder which can not encode an input sequence with length 4. On the input side, we insert a dummy bit ‘0’ before encoding. After encoding, we remove the dummy bit ‘0’. We further remove the parity bit ‘1’.  The final code rate is 4/8=1/2 and the codeword length is 8. The codeword matches the desire code rate and codeword length for a rate half recursive convolutional code.
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Fig. 1: Shortening and puncturing example.

2.2 Shortening rate and performance
Interleaver determines shortening rate and performance variation. The interleaver length difference between the adjacent interleavers determines the number of shortened bits. If the length difference is less enough, the shortened bits are less and one or two bits per 50-100 bits are necessary to be shortened. The contribution [4] shows that puncturing performance varies insignificant under system performance constraint. This implies low shortening rate with less corresponding punctured bits results in less performance variation. The larger number of supported interlreaver implies the stability of turbo coding performance.
3 Shortening and puncturing schemes
Three kinds of backward compatible schemes applying shortening and puncturing are provided. Fig. 2 shows the turbo coding and rate matching scheme in TS 25.212 V7.1.0 [1]. For simplicity, we select channel coding, bit selection and rate matching algorithm and redraw in Fig. 3 (a). Fig. 3 (b)-(d) are proposed schemes applying shortening and puncturing. These schemes have inserting dummy bits at the same place but removing dummy bits and corresponding parity bits at different places.
· In Fig. 3 (b) removing the dummy bits and parity bits is after channel coding and this is a conventional way. However rate matching algorithm can not puncture according to the original code bit ordinal due to the removed information bits and parity bits. If matching the ordinal is necessary, the rate matching algorithm requires modification.
· In Fig. 3 (c) removing the dummy bits and parity bits is after the rate matching algorithm. The rate matching algorithm punctures according to original code bit ordinal. An extra function is necessary inserting into the rate matching functional block. The resultant codeword length may not match the desired codeword length due to the dummy bits are all or not punctured by the rate matching algorithm.
· In Fig. 3 (d) removing the parity bits and the rate matching algorithm can be combined. The dummy bits removal is directly linked to channel coding. The rate matching algorithm does not require modification. However the rate matching algorithm may puncture different parity bits corresponding to the dummy bits.
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Figure 2: Puncturing of turbo encoded TrCHs in downlink. [1]
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Fig. 3: Various shortening and puncturing schemes.
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Fig. 4: Various puncturing and shortening schemes example.

Fig. 4 demonstrates three examples corresponding to three proposed schemes in Fig. 3. Code rate half puncturing pattern is assumed in these examples. The rate matching algorithm [1] punctures every other parity bit.  
· Fig. 4 (a) applies conventional scheme and the rate matching algorithm can not puncture according to the original code bit ordinal.

· In Fig. 4 (b) the rate matching algorithm punctures parity bits according to original code bit ordinal. However the punctured bits exclude the dummy bits and corresponding parity bits. The final code length=7 is shorter than the desired code word length=8.

· In Fig. 4 (c) the rate matching algorithm removes the parity bits without considering the relative coordinates corresponding to the dummy bits. The dummy corresponding parity bits are still in the codeword, although the codeword length is the same the example in Fig. 4 (a). 
4 Conclusions
Shortening and puncturing benefit high throughput and tail-biting turbo coding capability. Assembling both functions into channel coding or splitting both functions with rate matching algorithm deserves our consideration. System length fitting and backward compatibility are our first concern in shortening and puncturing pattern scheme selection due to the expected less performance variation.
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