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1 Introduction
The 3GPP TSG RAN1 WG1 had intensive discussions on the contention-free interleaver to support high speed parallel decoding with Turbo codes.

Conventional Turbo interleaver  is not designed to avoid contention problem causes high complex hardware design in parallel decoding. Hence, most of recent researches in the literatures  are mainly focused on the new design of the turbo interleaver rather than the design of parallel processing decoder for a given interleaver. Consequently, some of the following requirements which should be considered in a new interleaver design seem to be difficult to meet:

1. Minimal Change of current specification – it is strongly required for maintaining the proven specification and to keep the schedule of the 3GPP TSG RAN1 standard.
2. Significant improvement of BLER performance – significant improvement in Water-fall region (0.001 <BLER < 0.1) is strongly required to change the current 3GPP Turbo interleaver in considering HARQ and AMC operation. Turbo codes are working in this range in commercial handsets in the field.

3. Stability of BLER performance over full range of code block size (40~5114 bits in specification) – in Rel.99 standard activity (AdHoc 5), many companies have spent almost one year to verify the stable BLER performance over 320~8192 bits code block sizes. They also have performed BLER simulation according to randomly selected code block sizes for a fair comparison of multiple candidates for turbo interleavers [1]. 
4. Minimum impact on other functionalities in channel coding & multiplexing – if not, it will bring up impact on implementation complexity for redesign.
5. Contention Free (CF) Turbo interleaver – support of high speed decoding mechanism more than 100Mbps (considering 2x2 MIMO case)
6. Flexibility of implementation (including low complexity) – it is strongly recommended that a specification should not restrict freedom of implementation for turbo interleaver and deinterleaver including CF criteria.

Hence, we believe that both the interleaver and the decoder should be elaborated to achieve all the above requirements.

In this proposal, we suggest the simple way of interleaving and associated parallel decoding scheme to achieve all the above requirements. Furthermore due to the inherent 3GPP Turbo interleaver structure,  we can see that the existing interleaver can also enable contention-free parallel Turbo decoding.
2 Parallel Decoding Scheme for a Block Interleaver with Contention-free
In this section, we are going to explain the parallel decoding mechanism for a block interleaver and its nice flexibility of choosing the number of parallel processors.
In Figure 1, the input and the output sequence orders are shown for a block interleaver with the size of R(C. Let us assume that C is bigger or equal to R.
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Figure 1. (a) Input and (b) output sequence order in an R(C block interleaver

<Example 1> R=5, C=40, P=5
Now, we assume that each row of the interleaver is composed of one memory bank, hence there are R memory banks in Figure 1. Figure 2 shows the very simple way of window partitioning for P parallel processors without memory contention, when R=5 and C=40 and P=5.
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(a) First decoder partitioning
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(b) Second decoder partitioning

Figure 2. (a) First and (b) second decoders’ partitioning example for a block interleaver with contention-free(R=5, C=40, P=5)
In Figure 2, processor_N, while N={1,2,…,5}, begins its decoding process from the N-th memory bank, hence no memory contention will be occurred at the first bits. We can also know from Figure 2 that the memory contention will not occur as each processor proceeds its decoding process. For the first decoder, each processor processes 40 bits evenly while the second decoder’s processors processes four 41 bits and one 36 bits for the processor_5. However, this unequal property does not make any problem because the second decoder processor should decode only one more bit compared with the first decoder processors.
Now, we will see the flexibility of the proposed parallel decoding scheme in the next example.

<Example 2> R=5, C=40, P=3
In this example, we will show the freedom of the number of the parallel processors. In Figure 3, three parallel processors decode a codeword of 200 bits. Similar to the example 1, example 2 also assumes that each row of the interleaver is composed of different memory banks. Figure 3 (a) shows the partitioning for each processor, of which window sizes are 67, 67, and 66 bits for each processor in both the first and the second decoders.
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(a) First decoder partitioning
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(b) Second decoder partitioning

Figure 3. (a) First and (b) second decoders’ partitioning example for a block interleaver with contention-free(R=5, C=40, P=3)
As shown in Figure 3, each processor begins at different memory bank, so that each processor always accesses different memory banks, so that the memory contention never happens.

Hence, we can conclude that a turbo code with a block interleaver as its inner interleaver can be decoded by a simple decoding scheme with any number of parallel processors with the maximum number of R, which is the number of rows of the block interleaver.
3 Parallel Decoding Scheme for the 3GPP Interleaver with Contention-free Property
In the previous section, we showed a contention-free implementation mechanism for a simple block interleaver. The current 3GPP interleaver is very similar to the above block interleaver except its additional intra- and inter- row permutations. Based on this property, the current 3GPP interleaver in the turbo code can also be easily decoded with parallel processing with the maximum number of 20.

In Figure 2 or 3, we assumed that each row is composed of one memory bank. Hence, the intra-row permutation does not break the contention-free property at all. The inter-row permutation does not break the contention-free property either because the inter-row permutation rule performs with the unit of the memory bank. Consequently, the intra-row and inter-row permutations does not break the contention-free property, as shown in the previous section.
Therefore, the frame size K of 40 to 159 can be easily decoded with 1, 2, 3, 4 or 5 decoder processors. If the K is 160 ~  200 or 481~530, the number of parallel decoding processors can be 1, 2, 3, 4, 5, 6, 7, 8, 9 or 10. As a matter of course, any other K up to 5114 can be decoded with 1, 2, 3, …, 19 or 20 processors.
Let assume that a chipset maker can achieve its requirement with 5 processors. However, if the parallelism only supports 4 or 8 parallel processes then the chipset vendor cannot help using 3 more processor than it needs. Hence the freedom of parallelism is important for the parallel process.
Naturally, the five other constraints addressed in the introduction are guaranteed with this parallel decoding mechanism because we do not change the current interleaver.

4 Conclusion

Contrary to the conventional belief, we showed that the current 3GPP turbo code structure can be easily decoded by the parallel processors with the full freedom of parallel number up to 20. Hence, the parallel processing for the current turbo code is rather an implementation issue than the contention-free interleaver design issue.
Hence, we strongly recommends that the 3GPP should not change the current interleaver of the turbo code.
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