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1. Introduction
Layer permutation (LP) was proposed as the S-VAP (selective virtual antenna permutation), which essentially performs spatial spreading to each codeword across transmit antennas [1, 2, 3]. With linear MIMO receiver (e.g. LMMSE), layer permutation equalizes the SINR across codewords. Hence, when SIC-type receiver is used, the SINR is guaranteed to increase upon SIC iteration. This allows the reduction in the dynamic range of the differential CQI. In RAN1#46bis, layer permutation was evaluated in a number of different scenarios and contexts by several companies (e.g., [4-12]). Most companies found that introducing LP offers no significant saving in CQI overhead and moreover results in performance loss in several scenarios (e.g. pre-coding, MU-MIMO). As a way forward, the proponent of layer permutation requested the other companies to repeat their evaluation with finer MCS granularity [13].
This contribution is a follow-up to [9]. We perform link level evaluation of LP with pre-coding using finer MCS granularity. In addition, LP is compared with its non-LP counterpart under the same CQI overhead. For both LP and non-LP, differential CQI is used to represent the CQI of the second codeword. System-level evaluation is provided in a companion contribution [14].
Section 2 outlines the system aspects that are evaluated in this contribution, followed by the simulation assumption and results in Section 3 and 4. Section 5 summarizes the results and suggests a way forward to decide if LP is to be supported for MIMO E-UTRA.
2. System Aspects
In this section, pre-coding and CQI feedback aspects are discussed. Two codewords and hence two CQIs are assumed for both 2x2 and 4x4 in accordance to the working assumption agreed in RAN#46bis.
2.1. Codebook Based Pre-coding

As in [9], the basic (mainly involves virtual antenna selection or grouping) and enhanced (larger size codebook) pre-coding are simulated. The codebook for 2x2 and 4x4 are repeated below for convenience. For each antenna configuration, the same codebook is applied to all the schemes under comparison. Hence, the feedback requirement associated with rank adaptation and pre-coding is identical. 
Table 1. 2x2 codebook
	Rank
	Basic codebook
	Enhanced codebook

	
	Description
	Size
	Description
	Size

	1
	Antenna selection
	2
	TxAA: 1-bit magnitude, 2-bit phase 
	8

	2
	Identity matrix
	1
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Table 2. 4x4 codebook

	Rank
	Basic codebook
	Enhanced codebook

	
	Description
	Size
	Description
	Size

	1
	Antenna selection: 1 out of 4
	4
	4-bit Grassmanian rank 1
	16

	2
	Antenna selection: 2 out of 4
	6
	4-bit Householder rank 2
	16

	3
	Antenna selection: 3 out of 4
	4
	4-bit Householder rank 3
	16

	4
	Antenna grouping: 
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	3
	Grouping of 4 virtual antennas based on 3 unitary matrices:
1. 4x4 identity

2. 4x4 DFT matrix
3. 4x4 Walsh-Hadamard matrix
	9


In this contribution, we assume the granularity of 2 resource blocks (RBs) per pre-coder. The pre-coder is chosen to maximize the sum throughput across virtual antennas within the frequency granularity of pre-coder selection. In this case, it is generally beneficial to exploit the variation of SINR across codewords/layers to achieve maximum throughput. This is analogous to the water-filling solution with multi-codeword system although performed with a coarser MCS granularity. 
Layer permutation, on the other hand, averages out the SINR variation across layers and equalizes the SINR across codewords for linear receiver. Hence, the “open-loop” spatial spreading introduced by later permutation may result in reducing the potential gain from pre-coding. This is in line with the results presented in [3].  Similar intuition should hold for SVD-based pre-coding selection (see, e.g. [15, 16, 17]). In this case, the resulting eigenvalue spread of the spatial channel is reduced by the open-loop spatial spreading introduced by layer permutation.
2.2. CQI Quantization

A full CQI is composed of 5 bits.  We consider 2 scenarios for comparing LP and non-LP:
1. 2 full CQIs, which results in a 10-bit composite CQI

2. 1 full CQI (CQIbase) and 1 N-bit delta CQI (CQI), which results in a (5+N)-bit composite CQI. The delta CQI is defined in the same manner as in [1-5]. Each UE feeds back the (5+N)-bit composite CQI (per RB). Denoting the CQIs for the first and second codewords as CQI1 and CQI2, the Node B computes CQI1 and CQI2 as follows:
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(1)
CQI1 and CQI2 are used for link adaptation and scheduling. Further CQI feedback reduction across RBs can be achieved with other schemes (e.g., [18, 19]). This is not considered in this contribution.
The full CQI is uniformly quantized over [-7,24] dB with 1-dB step. The quantization range for CQI is different for LP and non-LP. For LP, the range is [0,MLP] whereas for non-LP it is [-MNLP,MNLP]. Depending on the number of bits N, the dynamic range should be chosen such that each scheme performs well over wide variety of scenarios (e.g. different channel models). It is expected that smaller dynamic range is suitable with fewer CQI bits. This principle is used throughout this contribution.
3. Simulation Assumptions
The simulation assumptions are given in Table 3 and follow the numerology in [20]. The average single-user throughput versus geometry is used to compare different setups. 4-TTI (4-ms) CQI delay is assumed. This corresponds to feeding back the CQI every 2-3 TTIs (2-3 ms) depending on the UE and Node B processing capabilities. A wealth of results have been available to demonstrate that the CQI needs to be fed back at least every 2 ms to ensure good scheduling and link adaptation gain at ~30kmph. This feedback rate is also assumed for UTRA where the TTI duration is 2ms.
It is assumed that the Node B selects the MCS that maximizes the instantaneous throughput. That is, the throughput corresponding to each MCS level from the large MCS set is estimated and the optimum MCS is selected. This is the optimum MCS selection scheme.
	Parameter
	Assumption

	Bandwidth
	5 MHz

	TTI size
	1.0 ms

	Resource block size
	180 kHz

	Channel model
	2x2: TU with antenna correlation of 0 and 0.5

4x4: SCME-C and D 

	UE speed
	3, 30 kmph

	FEC
	3GPP Turbo code

	MCS Levels
	QPSK r = 1/5, 1/4, 1/3, 2/5, ½, 3/5, 2/3, ¾ 

16QAM r = 2/5, 9/20, ½, 11/20, 3/5, 2/3, ¾, 4/5, 5/6 

64QAM r = 3/5, 5/8, 2/3, 17/24, ¾, 4/5, 5/6   

	MCS selection in frequency domain
	Common across all RBs

	CQI delay
	4 TTIs

	CQI quantization
	Full CQI: 5 bits

Delta CQI: 3 bits, 2 bits, or 1 bit

	MIMO configurations
	2x2: PARC and S-VAP

4x4: PGRC and PGRC with LP (PGRC-SV)

	Rank adaptation:  common rank across RBs  
	2x2: {1, 2}
4x4: {1, 2, 3, 4} 

	MIMO receiver
	SIC 

	Maximum number of transmissions
	4 (including the first transmission) with Chase combining


Table 3. Simulation Assumptions
4. Simulation Results
In this section, the performance of LP and non-LP are simulated with the basic and enhanced pre-coding for various scenarios: different number of CQI bits (10, 8, 7, 6) and higher UE speed (30-kpmh).
4.1. Performance with Pre-coding
Figure 1 depicts the throughput comparison between 2x2 PARC and S-VAP with basic and enhanced pre-coding schemes. Two full CQIs are assumed, which corresponds to a 10-bit composite CQI. With very fine MCS granularity, the loss in pre-coding gain due to LP is not as much as that observed in [9]. Only a small loss is observed at high geometry. 
The comparison for 4x4 is given in Figure 2. While the same trend is observed as in 2x2, the loss in pre-coding gain due to LP is more significant at >14dB geometry (up to 5% throughput loss). This assumes that the Node B performs the optimum MCS selection. It is also observed that LP is slightly worse than non-LP at high geometry even with basic pre-coding.
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Figure 1. Throughput comparison for 2x2 at 3-kmph, with 2 full CQIs: TU R=0 and R=0.5
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Figure 2.Throughput comparison for 4x4 at 3-kmph, with 2 full CQIs: SCME-C and SCME-D
4.2. Performance with Different CQI Quantization Schemes
We now compare the performance of LP and non-LP (PARC and S-VAP) with 3-bit, 2-bit, and 1-bit CQI (correspond to 8-bit, 7-bit, and 6-bit composite CQI). Figures 3 and 4 depict the performance comparison with the basic and enhanced codebook for 2x2, respectively. Observe that for the same number of CQI bits, the performance of LP and non-LP are virtually the same except when 6-bit CQI is used with basic pre-coding. In that case, LP gives 2-4% throughput gain over non-LP within the geometry range of 12-18dB. This gain can be attributed to the reduction in the dynamic range of the delta CQI when LP is employed. This gain, however, disappears when the enhanced codebook is used, which is consistent with the fact that LP tends to reduce the potential pre-coding gain for a given scenario.
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Figure 3. 2x2 with basic codebook at 3-kmph, 1 full CQI and 1 delta CQI: TU R=0 and R=0.5
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Figure 4. 2x2 with enhanced codebook at 3-kmph, 1 full CQI and 1 delta CQI: TU R=0 and R=0.5
The same comparison for 4x4 is given in Figures 5 and 6. Similar trend is again observed for 4x4 except that the gain of LP with 6-bit CQI and basic pre-coding (less than 2%) appears in lower geometry region. At higher geometry, this gain disappears and becomes negative. Furthermore, the gain due to LP at lower geometry diminishes and the loss at higher geometry increases when the enhanced codebook is used. This again demonstrates that LP tends to reduce the potential gain of advanced pre-coding.
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Figure 5. 4x4 with basic codebook at 3-kmph, 1 full CQI and 1 delta CQI: SCME-C and D
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Figure 6. 4x4 with enhanced codebook at 3-kmph, 1 full CQI and 1 delta CQI: SCME-C and D
4.3. Performance with Higher UE Speed

Although closed-loop MIMO is mainly optimized for very low mobility, its performance at higher mobility (e.g. 30-kmph) may also be of interest. Since LP reduces the dynamic range of the delta CQI, one may expect that it is more robust at higher mobility. Figures 7 and 8 depict the performance comparison at 30-kmph for 2x2 configuration. Observe that with basic pre-coding, LP offers 2-5% gain in medium to high geometry region when 6-bit CQI is used. For R=0 (uncorrelated spatial channel), 2-3% gain can also be observed with more CQI bits (7 or 8). With enhanced pre-coding, however, these gains tend to diminish as seen in the lower mobility (3-kmph) scenarios.  Once again, this affirms the fact that LP tends to reduce the potential gain of more advanced pre-coding. In this case, however, the reduction in such potential gain is small, yet so is the gain of LP over non-LP.
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Figure 7. 2x2 with basic codebook at 30-kmph, 1 full CQI and 1 delta CQI: TU R=0 and R=0.5
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Figure 8. 2x2 with enhanced codebook at 30-kmph, 1 full CQI and 1 delta CQI: TU R=0 and R=0.5

4.4. Comments on MCS Granularity and Selection
Comparing the results in this contribution and those in [9], it can be generally inferred that LP performs better with much finer MCS granularity. This indicates that LP requires much finer MCS granularity than its non-LP counterpart in order to perform the best. This holds even without enhanced pre-coding, which is affirmed by the results in [4-11] as well as in [12]. 
In relation to pre-coding, pre-coding is capable of recovering the capacity loss due to sub-optimal MCS set. However, this capability is decimated by the introduction of LP. As a result, the performance of LP with lower MCS granularity is significantly worse than non-LP as seen in [9]. The loss in potential pre-coding gain is larger with coarser MCS granularity. 
One may argue that very fine MCS granularity better reflects the actual E-UTRA specification and hence is a more accurate simulation assumption. It is also implicitly assumed that ideal/optimum MCS selection is performed. However, this is not the case for the following reasons: 
1. The set of transport block (payload) sizes is composed from the combination between MCS and the RB group size that is used in frequency scheduling. Currently, a 6-bit payload size indicator per UE has been commonly assumed in the Category 2 of the 10 MHz DL shared control channel (see, e.g. [21, 22, 23]). Even with ~1.25 MHz scheduling sub-band  as assumed in [12], 64 payload sizes for 10 MHz system bandwidth will not translate to 32 MCS levels. This is because a UE can be assigned up to 8 different numbers of RB group size. This implies that the number of MCS levels could be as small as 64/8=8. Of course, smaller scheduling sub-band is desirable to capture the benefit of frequency scheduling which implies even more possibilities of the RB group size for each UE. This is typically linked to UE category similar to HSDPA. Needless to say, assuming a 6-bit payload size indicator per UE, the number of MCS levels will be significantly smaller than 32.
2. In link level (single-user) simulation, implementing the optimum MCS selection is feasible. 
a. Unfortunately, the optimum MCS selection in system-level with multi-user cannot be performed due to the common MCS restriction across RBs assigned to each UE.
 One possible and most commonly used simplification is to first perform frequency scheduling by allowing different MCSs across different RBs. This is clearly sub-optimal since the final MCS assigned to each UE (after imposing the common MCS restriction) will be different from the MCS assumed during frequency scheduling. Hence, unless the entire system bandwidth is assigned to one UE, the selected MCS is sub-optimal. 
b. Also, it is not uncommon that the Node B manufacturer implements further simplification in link adaptation regardless of the UE category. For example, only a subset of payloads (i.e. coarser MCS granularity) is considered for link adaptation to limit the Node B complexity/power consumption and then a simple rate matching is utilized to ensure the selection of proper block size. 
c. Furthermore, the MCS selection is determined not only by maximizing the link adaptation metric, but also by the amount of data within the current packet. For any data traffic model with smaller average packet sizes (e.g. HTTP), the selected MCS is often limited by the remaining amount of available data bits.  
Keeping the above factors in mind, assuming very fine MCS granularity along with the optimum (throughput maximizing) MCS selection may not be very reasonable. Hence, one may argue that the results presented in RAN1 #46bis with coarser MCS granularity [4-10] are in some sense more representative of the practical scenarios.
5. Summary
In this contribution, the layer permutation (LP) scheme is evaluated in terms of its link level performance relative to its non-LP counterpart under the same CQI overhead. The basic and enhanced codebook based pre-coding are simulated as in [9]. In addition, very fine MCS granularity is assumed per the request from [13]. It is found that:

· The loss in the potential gain of enhanced pre-coding is smaller when very fine MCS granularity is assumed. There is negligible loss for 2x2 but noticeable loss for 4x4 at higher geometry. 
· Under the same CQI overhead, the introduction of LP to 2x2 system with basic pre-coding results in at most 2-4% throughput gain only when 1-bit delta CQI is used. The gain is otherwise non-existent. The corresponding gain for 4x4 is less than 2%. This gain diminishes when the enhanced pre-coding is used. This is consistent with the fact that LP tends to reduce the potential gain of pre-coding.

· At higher mobility (30-kmph), LP offers a consistent 2-3% gain in uncorrelated spatial channel with basic pre-coding. Again, this gain is reduced in more correlated spatial channel and tends to diminish when the enhanced pre-coding is used. 
That is, we found that LP offers small link-level gain only in limited scenarios. This holds when fine MCS granularity and optimum MCS selection are employed, which may not be representative in practice. In addition, LP results in reduced pre-coding gain especially with coarser MCS granularity. Similar conclusion in terms of system level performance is found in the companion contribution [14]. 
To facilitate further discussion and decision, the following summary is provided based on the link-level results in this contribution as well as those in [9]. 
Table 4. Single-user (link level) performance of LP
	System aspect
	Effect of introducing layer permutation

	2x2 pre-coding, coarse MCS granularity
	Basic 
	No gain

	
	Enhanced 
	2-5% loss in 8-18 dB geometry

	2x2 pre-coding, fine MCS granularity
	Basic 
	No gain

	
	Enhanced 
	No gain

	4x4 pre-coding, coarse MCS granularity
	Basic 
	2-5% loss in 10-20 dB geometry

	
	Enhanced 
	2-13% loss in 6-20 dB geometry

	4x4 pre-coding, fine MCS granularity
	Basic 
	No gain

	
	Enhanced 
	1-5% loss in 14-20dB geometry

	Performance at 3-kmph 2x2, basic pre-coding
	8-bit CQI
	No gain

	
	7-bit CQI
	No gain

	
	6-bit CQI
	2-4% gain in 12-18 dB geometry

	Performance at 3-kmph 2x2, enhanced pre-coding
	8-bit CQI
	No gain

	
	7-bit CQI
	No gain

	
	6-bit CQI
	No gain

	Performance at 3-kmph 4x4, basic pre-coding
	8-bit CQI
	No gain

	
	7-bit CQI
	No gain

	
	6-bit CQI
	<2% gain 

	Performance at 3-kmph 4x4, enhanced pre-coding
	8-bit CQI
	1-5% loss in 14-20dB geometry

	
	7-bit CQI
	1-5% loss in 14-20dB geometry

	
	6-bit CQI
	1-5% loss in 14-20dB geometry

	Performance at 30-kmph 2x2, basic pre-coding
	8-bit CQI
	No gain for 50% correlation, 2-3% gain for uncorrelated

	
	7-bit CQI
	No gain for 50% correlation, 2-3% gain for uncorrelated

	
	6-bit CQI
	2-5% gain

	Performance at 30-kmph 2x2, enhanced pre-coding
	8-bit CQI
	No gain

	
	7-bit CQI
	No gain

	
	6-bit CQI
	No gain

	Overall system performance
	LP needs very fine MCS granularity and implicitly optimum MCS selection to avoid performance loss , i.e. it requires the system to operate very close to single-user capacity. 
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� This optimization problem is utterly complex to solve. Note that scheduling is typically performed based on throughput, e.g. PF, instead of CQI only.





- 3/10 -

_1223636172.unknown

_1223713754.unknown

_1221308649.unknown

